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ABSTRACT
The Ñare star AD Leonis was observed by the Extreme Ultraviolet Explorer (EUV E) from 1993 March

1 to 3 UT. Two Ñares were detected by the EUV E Deep Survey detector and spectrometer and also seen
in optical photometry on 1993 March 2 UT. The DS Lexan/boronÈband and optical results have been
discussed in the previous paper by Hawley et al. In this paper, we describe the spectra observed by
EUV E during quiescence, the peaks of the Ñares, and the decay phase following the Ðrst Ñare and
analyze the spectra to investigate the stellar atmospheric structure during these time periods.

The spectra show that the observed EUV emission from AD Leo is dominated by iron lines from a
hot coronal plasma. Two methods were used to estimate the di†erential emission measure distribution
(DEM) of the stellar corona. In the ““ Pottasch ÏÏ method, we Ðtted Gaussian line proÐles to the strongest
lines in the spectra and estimated the DEM at the formation temperature of those lines. Upper limits to
the DEM were obtained in the case of no detection. We also used a regularized inversion technique,
together with a weighting scheme based on information contained in the plasma-emission model and on
the signal-to-noise ratio of the data, to Ðnd the DEM. The weighting was designed to prevent the noisy
pixels in our lowÈsignal-to-noise ratio data from dominating the solution. The results produced by the
two methods are consistent in the temperature regimes where strong lines are present. The inversion
method provides additional information where no strong single lines dominate the spectra. The ability to
use lines from the entire wavelength region covered by the spectra allowed us to investigate the hydro-
gen column and iron abundance [Fe/H].NHWe found that [Fe/H] in the corona of AD Leo was essentially unconstrained by our data, but NHwas well determined, yielding cm~2. We assumed both a solar-coronal value ofNH D (3 ^ 1) ] 1018
[Fe/H] and a value one tenth of this and computed the DEM distribution of the stellar corona for both
cases.

The DEM of the quiescent corona is dominated by a broad plateau of emission ranging from 106.8 to
107.2 K, with the DEM of plasma near 106.2 K about an order of magnitude less. We interpret the
plateau of the DEM in terms of a broad distribution of loops with di†ering peak temperatures. We
discuss and compare these results with those of Giampapa et al., who analyzed ROSAT soft X-ray data
from AD Leo taken during a di†erent time period.

The DEM of the Ñare plasma is strongly peaked at temperatures greater than 107 K, indicative of hot
Ñare loops, while that of the decay phase consists of a smaller peak at temperatures less than 107 K, as
might be expected from the cooling and condensation of previously heated Ñare loops. These results are
consistent with a Ñare model that includes strong evaporation and condensation as in our previous
paper. The EUV E spectral analysis leads to lower peak Ñare temperatures than those used in our pre-
vious paper, but the basic conclusion reachedÈthat the dominant Ñaring emission originates from long
loops with and with peak Ñare densities ranging from 109 to 1011 cm~3Èremains unchanged.L D R

*This conclusion is not qualitatively a†ected by the value of [Fe/H] used in our DEM analysis.
Subject headings : stars : coronae È stars : Ñare È stars : individual (AD Leo) È ultraviolet : stars

1. INTRODUCTION

The Ñare star AD Leonis (dM3e, d \ 4.9 pc ; Reid,
Hawley, & Gizis was observed by the NASA Extreme1995)
Ultraviolet Explorer (EUV E) satellite using the Deep

1 NSF Young Investigator.

Survey (DS) instrument and spectrometers &(Malina
Bowyer from 06 :00 UT 1993 March 1 to 23 :21 UT1991)
1993 March 3 as part of a coordinated campaign involving
EUV E and 6 optical telescopes. Two Ñares were plainly
visible in the light curve of the Lexan/boron (40È190 Ó)
band of the Deep Survey instrument, the Ðrst beginning at
08 :24 UT March 2 and the second at 08 :38 UT March 3
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Flare 1 consisted of two separate events that formed(Fig. 1).
a plateau of elevated count rate with a duration of roughly 7
hr. This peak was followed by an exponentially decaying
tail of enhanced count rate that lasted approximately 15 hr.
The second, smaller Ñare (Ñare 2) was observed for 2 hr,
apparently superposed on the decay tail of Ñare 1. The light
curve then returned to a quiescent state, interrupted by
several much smaller Ñares.

In et al. hereafter we analyzed theHawley (1995 ; Paper I),
DS light curve together with the optical data and found
evidence for a stellar Neupert e†ect & Zarro(Dennis 1993 ;

We also applied the coronal loop modelsNeupert 1968).
that we developed in & Hawley to enable us toFisher (1990)
derive coronal loop parameters (such as loop length and
pressure) for these AD Leo Ñares. However, we had only a
rough estimate of the coronal temperature, based on a
quick inspection of the EUV E spectra, during the Ñares.
The derived values of the loop length, pressure, and column
depth depend on the peak temperature of the loop ; it is
therefore important to see whether the conclusions we
reached in are changed as a result of the coronalPaper I
temperatures we Ðnd here.

In this paper, we continue our analysis and interpretation
of the AD Leo Ñares by examining in detail the EUV E SW
(60È190 MW (160È320 and LW (300È760 spectraÓ), Ó), Ó)
taken during the peaks of the Ñares, the decay phase of Ñare
1, and the quiescent period before the beginning of Ñare 1
and after Ñare 2. In we describe the data reduction,° 2
including the optimal spectral extraction method, and
present line identiÐcations where possible. In we discuss° 3
the Pottasch method for estimating the di†erential emission
measure (DEM). In we present the inversion technique° 4
that we used to produce continuous DEM distributions
from the observed spectra and discuss the e†ects of an addi-
tional weighting function we introduced to accommodate
the low signal-to-noise ratio (S/N) of the data. In we test° 5
the robustness of the inversion method using Monte Carlo
simulations with a test DEM. In we give the results of° 6,
the DEM analysis from both the Pottasch and inversion
methods and comment on our attempts to Ðnd the hydro-
gen column density and the metal abundance simulta-
neously with the DEM. In we discuss the implications of° 7
our results for the coronal structure of AD Leo in quiesc-

FIG. 1.ÈEUV E DS (Deep Survey Lexan/Boron 40È190 light curveÓ)
showing the four time periods of our observation. The spectra discussed in
the paper are analyzed for each of these time periods.

ence and during Ñares. We also compare our results with a
recent study by et al. hereafterGiampapa (1996 ; G96).
Finally, in we present our conclusions.° 8,

2. SPECTRAL EXTRACTION AND LINE IDENTIFICATION

We Ðrst divide our EUV E observation into the four tem-
poral regions of interest using the EUV E IRAF-based soft-
ware (EGODATA 1.8.1). The quiescent spectrum is deÐned
as the measurements taken before the Ðrst Ñare and after the
second Ñare, giving a total exposure time of approximately
70 ks. The sharp peaks of Ñare 1 and Ñare 2 deÐne two more
temporal cuts with exposure times of 13.2 and 3.4 ks respec-
tively. The decay spectrum includes the period between the
two Ñare peaks, when the emission is still enhanced from
Ñare 1 and has a roughly 16 ks exposure time.

For each of the time periods, we obtain SW, MW, and
LW spectra imaged onto the three separate microchannel
plate (MCP) detectors. Along with the spectrum, each
detector image included background noise from cosmic
rays, the beta decay of K40 in the MCP glass (Siegmund,
Vallerga, & Wargelin and geocoronal 304 and 5841987), Ó
emission. The geocoronal emission appeared as D30 Ó
wide strips running perpendicular to the dispersion direc-
tion in the MW and LW detector images (see &Malina
Bowyer for discussion).1991

The standard procedure employed to correct for the
background noise is to deÐne a narrow rectangular region
with area containing the spectrum plus backgroundAspecimage, S, and two much larger regions equidistant above
and below the spectrum with total area containingAback,the background image B. The spectrum is found by simple
background subtraction,

f
i
\ S

i
[ Aspec

Aback
B

i
(1)

for each wavelength pixel i. The errors in each wavelength
pixel are given by Poisson statistics,

df
i
\
S

S
i
]
AAspec
Aback

B2
B

i
. (2)

Although this method works well for strong, source-
dominated spectra, we found that our background-
dominated spectra were so faint compared with the noise
that only a few lines were visible. To improve the quality
of the extracted data, we used an Interactive Data Lan-
guage (IDL) optimal extraction routine based on the work
of We Ðrst binned the detector image by aHorne (1986).
factor of 4 in both the dispersion and cross-dispersion direc-
tions. (Four of the original detector pixels correspond to
approximately one-half of a resolution element in wave-
length ; hereafter we refer to the 4] 4 bin of the original
detector pixels as a ““ binned pixel.ÏÏ) We then estimated the
detector background counts by masking out the rows of
binned pixels containing the spectrum, using a median Ðlter
to eliminate excessively high and low binned pixels in the
background image, and then twice applying a 7 ] 7 binned-
pixel boxcar-smoothing Ðlter to the image. The smoothed
background was subtracted from the spectral region to
produce an estimate of the source spectrum (which is still
two-dimensional at this point).

We then computed the normalized cross-dispersion
proÐle, of the spectra as a function of the cross-Pj,y,dispersion binned-pixel number y and rebinned the result



FIG. 2a FIG. 2b

FIG. 2c

FIG. 2.È Count-rate spectra for the four time periods shown in Values in each Ðgure must be multiplied by 10~4 to convert to counts s~1. For eachFig. 1.
detector, the variation of S/N with wavelength is similar to that of the count rate itself, with peak S/N values for the quiescent, Ñare 1, decay, and Ñare 2
periods, respectively, of (a) 3, 4, 2.5, and 2.5 for the SW detector ; (b) 3, 2.5, 3, and 2 for the MW detector ; and (c) 3, 2, 2.5, and 2 for the LW detector.
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into four equal wavelength bins spanning the wavelength
range of each of the three spectral images. If the S/N in any
cross-dispersion proÐle was inadequate (\2 p), we substi-
tuted a composite proÐle computed from the continuum
spectra of several white dwarfs. The cross-dispersion pro-
Ðles were used to compute the optimally extracted, one-
dimensional spectra :

f optj \ ;
y

Pj,y(Sj,y[ Bj,y)/Vj,y
;

y
Pj,y2 /Vj,y

, (3)

where is the variance in each pixel calculated assumingVj,yPoisson noise,

Vj,y\ Sj,y] Bj,y . (4)

The standard deviation of an optimally extracted spectral
pixel is given by

df jopt\
A
;
y

Pj,y2 /Vj,y
B~1@2

(5)

For our faint spectra, application of this tech-(Horne 1986).
nique resulted in an increase in the S/N of approximately
70% over the simpler extraction method discussed above.
We will henceforth refer to each of the spectral data points
from the optimal extraction as a ““ spectral pixel.ÏÏ

Figures and show the optimally extracted Ñare2a, 2b, 2c
1, Ñare 2, decay, and quiescent count rate spectra in the SW,
MW, and LW spectral regions. The spectral pixel
resolutions are D0.5, 1.0, and 2.0 respectively. The S/NÓ,
varies from near zero in the continuum to almost four in the
strongest lines.

In we identify the strongest lines in the 12 spectraTable 1
in Figures and and give the ion, the peak line2a, 2b, 2c
formation temperature, the line count Ñux at Earth (or the
upper limit), and the S/N if the line was detected. A Gaus-
sian Ðtting routine was used to Ðt each potential line (Ayres

and references therein). The peak wavelength was1993,
allowed to vary by ^1 resolution element (i.e., ^2 spectral
pixels) during the Ðt ; the Gaussian width was also allowed
to vary. The potential lines and wavelengths were chosen
from the line list of Fossi & LandiniMonsignori (1994b).
Only lines with a S/N greater than 2 p were considered as
possible detections. The table shows 3 p upper limits for
lines that do not meet this criteria. Some strong lines obvi-
ously not present in the spectra are included in asTable 1
upper limits to provide better coverage across the EUV E
temperature-sensitivity range.

The FWHM of the Gaussian Ðt was also used as a selec-
tion criterion. Spurious emission features caused by MCP
hot spots have FWHM much smaller than one resolution
element ; blended lines could be identiÐed by their wide
FWHM.

3. THE DIFFERENTIAL EMISSION MEASURE

In the ““ coronal approximation,ÏÏ applicable in the
corona and transition region of most active stars, emission
is produced by collisional excitation followed by radiative
decay in an optically thin plasma. The degree of ionization
of an individual element in the plasma is a function of tem-
perature, determined by a balance between collisional ion-
ization and a combination of radiative and dielectronic
recombination (see, e.g., & RothenÑugArnaud 1985 ;

& RaymondArnaud 1992 ; Raymond 1995 ; Brickhouse,
Raymond, & Smith The volumetric plasma emiss-1995).
ivity at wavelength j integrated over a single EUV E spec-

tral pixel can be written in the form where is then
e
2Gj(T ), n

eelectron density and incorporates all theGj(T )
temperature-dependent atomic physics e†ects, such as ion-
ization equilibrium curves and collisional rate coefficients.
It also includes the assumed elemental abundances. In this
paper, we adopt the line emissivities of Fossi &Monsignori
Landini computed in the ““ low-density ÏÏ limit) and(1994b;
continuum emissivities from & MeweGronenschild (1978)
for computing Gj(T ).

The count-rate spectrum at each spectral pixel for a
source observed at a distance d with an instrument with
e†ective area through a hydrogen column is thenAeff(j) NHgiven by

fj\ Aeff(j)e~NHp(j)
hl4n d2

P
V
Gj(T )n

e
2 dV , (6)

where p(j) is the ISM-absorption cross section (Rumph,
Bowyer, & Vennes and is taken from1994), Aeff(j)
EGODATA 1.8.1. This equation can also be written as

fj \ Aeff(j)e~NHp(j)
4n d2hl

P
Gj(T )m(T )d ln T , (7)

where

m(T ) 4 n
e
2(T )

K d ln T
dV

K~1
. (8)

The quantity m(T ) is known as the ““ di†erential emission
measure ÏÏ (or ““ DEM ÏÏ) and is a useful concept because it
can be computed from theoretical models and thus allows
for a comparison of theory with observation. This deÐnition
of the DEM is slightly di†erent (and more general) than the
standard deÐnition, since it works with di†erential volume
elements instead of the di†erential height elements frequent-
ly assumed when the emission is known to be close to the
star.

For spectral pixels containing unblended emission lines,
is typically a peaked function of temperature that isGj(T )

approximately symmetric about the peak temperature Tmaxwith an emissivity width * log T ^ 0.3 or * ln T ^ 0.7. We
denote the peak value as For the individualGj(Tmax) Gmax.lines we have analyzed (see we deÐne * ln T asTable 1),

* ln T 4
/ Gj(T )d ln (T )

Gmax
. (9)

These quantities can be used to obtain approximate solu-
tions for the DEM. If we assume that contributions to the
temperature integral in are negligible outsideequation (7)
the range ln Tmax[ (* ln T )/2 \ ln T \ ln Tmax] (* ln T )/2,
the mean value theorem yields

fj \ Aeff(j)e~NHp(j)
4n d2hl

m(T @)
P

Gj(T )d ln T (10)

or

fj\ Aeff(j)e~NHp(j)
4n d2hl

m(T @)Gmax* ln T , (11)

where m is evaluated at an undetermined intermediate tem-
perature T @. Since the range of temperature * ln T is small
when compared to the entire range of temperatures sampled
by all observed lines in the EUV E spectrum, we will assume

in the course of plotting DEM values obtained inT @ \Tmaxthis fashion, but one must remember that the temperature
corresponding to the DEM value is somewhat uncertain.
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By using to estimate for a sequence ofequation (11) m(Tmax)lines whose values of span a wide temperature range,Tmaxthe variation of m(T ) with T can be investigated. This pro-
cedure (the ““ Pottasch ÏÏ method ; see wasPottasch 1963)
used to estimate the DEM values in Tables and as well2 3,
as the individual solid points in the panels of Figure 5.
However, the usefulness of this technique is limited. It fails

to work for strongly blended lines and does not take advan-
tage of partial information available from the large number
of marginally detected lines. In addition, the approximation
is poor if the DEM is a strongly varying function of tem-
perature or if the emissivity covers a very broad range of
temperature (e.g., He-like ions) or has a strongly asym-
metric temperature variation (e.g., Li-like ions). For these

TABLE 2

DEM FOR INDIVIDUAL SPECTRAL LINES (SOLAR CORONAL ABUNDANCES)

Wavelength log10 Quiet DEMa log10 Flare 1 DEMa log10 Decay DEMa log10 Flare 2 DEMa
(Ó) Ion log10 T * ln T (cm~3) (cm~3) (cm~3) (cm~3)

584.4 . . . . . . . He I 4.54 1.11 \51.7 \54.0 \53.9 \54.2
303.9 . . . . . . . He II 4.91 0.80 \49.1b \50.1b \50.1b \50.4b
554.4 . . . . . . . O IV 5.28 0.68 \48.6 \50.5 \50.6 \51.0
238.5 . . . . . . . O IV 5.34 0.56 \49.8 \50.2 \50.6 \50.8
358.9 . . . . . . . Ne V 5.50 0.71 \49.4 \50.5 \50.6 \51.2
401.7 . . . . . . . Ne VI 5.65 0.60 \49.2 \50.6 \50.8 \51.1
171.1 . . . . . . . Fe IX/O V 5.85 0.83 \48.6 \48.9 \49.2 \49.4
177.2 . . . . . . . Fe X 5.99 0.58 \49.9 \49.8 \50.1 \50.3
174.5 . . . . . . . Fe X 5.99 0.58 \49.5 \49.5 \49.7 \50.6
180.6 . . . . . . . Fe XI 6.07 0.53 \49.4 \50.4 \50.3 \50.9
202.1 . . . . . . . Fe XIII 6.20 0.49 \49.3 \49.6 \49.9 \50.1
284.2 . . . . . . . Fe XV 6.32 0.56 49.5 \50.0 \50.3 \50.6
335.4 . . . . . . . Fe XVI 6.41 0.83 49.6 \50.4 \50.5 \50.8
93.3 . . . . . . . . . Fe XVIII 6.81 0.71 50.3 50.8 50.8 \51.2
108.4 . . . . . . . Fe XIX 6.89 0.61 50.5 50.9 50.7 \51.3
121.6 . . . . . . . Fe XX 6.95 0.58 \50.4 51.0 \50.8 \51.3
118.7 . . . . . . . Fe XX 6.95 0.58 \50.7 51.1 \51.1 \51.6
128.7 . . . . . . . Fe XXI 7.02 0.57 50.2 51.0 50.5 \51.2
135.8 . . . . . . . Fe XXII 7.08 0.61 50.6 51.1 \50.9 \51.5
116.3 . . . . . . . Fe XXII 7.08 0.60 \50.7 \51.1 \51.1 \51.6
117.2 . . . . . . . Fe XXII 7.08 0.61 50.6 51.3 \50.8 \51.3
132.8 . . . . . . . Fe XXIII/XX 7.15 0.74 50.2 51.0 50.5 50.8c
255.1 . . . . . . . Fe XXIV 7.24 1.06 \50.8 \51.4 \51.6 \51.9
192.0 . . . . . . . Fe XXIV/O V 7.24 1.06 \50.4 \50.8 \51.1 \51.3

was used to approximate DEM values.a Eq. (11)
b Line actually detected with listed S/N. Lower limit denoted caused by possible competing ionization mechanisms such as photoionization. See text.
c Small width may indicate spurious detection. See text.

TABLE 3

DEM FOR INDIVIDUAL SPECTRAL LINES (0.1] SOLAR CORONAL)

Wavelength log10 Quiet DEMa log10 Flare 1 DEMa log10 Decay DEMa log10 Flare 2 DEMa
(Ó) Ion log10 T * ln T (cm~3) (cm~3) (cm~3) (cm~3)

584.4 . . . . . . . He I 4.54 1.11 \52.7 \55.0 \54.9 \55.2
303.9 . . . . . . . He II 4.91 0.80 \50.1b \51.1b \51.1b \51.4b
554.4 . . . . . . . O IV 5.28 0.68 \48.6 \50.5 \50.6 \51.0
238.5 . . . . . . . O IV 5.34 0.56 \49.8 \50.2 \50.6 \50.8
358.9 . . . . . . . Ne V 5.50 0.71 \50.4 \51.5 \51.6 \52.2
401.7 . . . . . . . Ne VI 5.65 0.60 \50.2 \51.6 \51.8 \52.1
171.1 . . . . . . . Fe IX/O V 5.85 0.83 \49.6 \49.9 \50.2 \50.4
177.2 . . . . . . . Fe X 5.99 0.58 \50.9 \50.8 \51.1 \51.3
174.5 . . . . . . . Fe X 5.99 0.58 \50.5 \50.5 \50.7 \51.0
180.6 . . . . . . . Fe XI 6.07 0.53 \50.4 \51.4 \51.3 \51.9
202.1 . . . . . . . Fe XIII 6.20 0.49 \50.3 \50.6 \50.9 \51.1
284.2 . . . . . . . Fe XV 6.32 0.56 50.5 \51.0 \51.3 \51.6
335.4 . . . . . . . Fe XVI 6.41 0.83 50.6 \51.4 \51.6 \51.8
93.3 . . . . . . . Fe XVIII 6.81 0.71 51.3 51.8 51.8 \52.2

108.4 . . . . . . . Fe XIX 6.89 0.61 51.5 51.9 51.7 \52.3
121.6 . . . . . . . Fe XX 6.95 0.58 \51.4 52.0 \51.8 \52.3
118.7 . . . . . . . Fe XX 6.95 0.58 \51.7 52.1 \52.1 \52.6
128.7 . . . . . . . Fe XXI 7.02 0.57 51.2 52.0 51.5 \52.2
135.8 . . . . . . . Fe XXII 7.08 0.61 51.6 52.1 \51.9 \52.5
116.3 . . . . . . . Fe XXII 7.08 0.60 \51.7 \52.1 \52.1 \52.6
117.2 . . . . . . . Fe XXII 7.08 0.61 51.6 52.3 \51.8 \52.3
132.8 . . . . . . . Fe XXIII/XX 7.15 0.74 51.2 52.0 51.5 51.8c
255.1 . . . . . . . Fe XXIV 7.24 1.06 \51.8 \52.4 \52.6 \52.9
192.0 . . . . . . . Fe XXIV/O V 7.24 1.06 \51.4 \51.8 \52.1 \52.3

was used to approximate DEM values.a Eq. (11)
b Line actually detected with listed S/N. Lower limit denoted caused by possible competing ionization mechanisms such as photoionization. See text.
c Small width may indicate spurious detection. See text.
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reasons, we supplement the Pottasch DEM points with the
DEM determined from a regularized inversion procedure
(see ° 4).

4. THE INVERSION METHOD

can be evaluated for every spectral pixel inEquation (7)
our EUV E spectrum given m(T ) since can be foundGj(T )
for each wavelength from the plasma emissivity code. The
results can then be compared with the observed count spec-
trum Our objective is to invert this problem and solvefj.the series of Fredholm integral equations in forequation (7)
m(T ), given andGj(T ) fj.Inversion problems of this type are notoriously difficult

Hubeny, & Brown We describe here the Ðnal(Judge, 1997).
approach we have taken ; in the interest of space we provide
only a limited discussion of why these steps were taken.
Further details may be found in Cully (1997).

To Ðnd the DEM numerically, it is necessary to discretize
the temperature space on which m(T ) is deÐned. In this
paper, the temperature is deÐned at increments of 0.1 in
log T (or 0.23 in ln T ), varying from log T \ 5.0 to log T \
7.5. A logarithmic scale is chosen because the integration
variable in is ln T , and this will convert theequation (7)
integral into a simple sum. m(T ) is assumed to be a contin-
uous, piecewise linear function between adjacent points in
log T . The spectra are already deÐned on a Ðnite grid in
wavelength j (i.e., the spectral pixels ; see If we denote° 2).
the number of temperature points by N and the number of
wavelength points by M, evaluated at theequation (7)
observed wavelengths can be rewritten as the matrix equa-
tion

f
i
\ ;

j/1

N
K(j

i
, T

j
)m

j
4 ;

j/1

N
K

i,j mj for i \ 1, M , (12)

or in vector notation, as f \ Kn.
Here, is the count Ñux at is the DEM at tem-f

i
j
i
, m

jperature and is called the kernel function or kernelT
j
, K

i,jmatrix. The piecewise linear assumption for m(T ) results in
having the formK

i,j
K

i,j \ (A
i,j [ B

i,j)(1[ d
j,N) ] B

i,j~1(1 [ d1,j) , (13)

where

A
i,j \

Aeff(ji
)e~NHp(ji)

hl4nd2
P
yj

yj`1
Gji(y)dy , (14)

and

B
i,j \

Aeff(ji
)e~NHp(ji)

hl4n d2
1
*y
P
yj

yj`1
(y [ y

j
)Gji(y)dy . (15)

The integration variable y is ln T , and *y is the spacing
between temperature bins in ln T (*y \ 0.2303 here). We
have found through experimentation that assuming m(T ) to
be continuous and piecewise linear improves the accuracy
and stability of the equations over that obtained when m(T )
is assumed to be piecewise constant (in the latter case there
would be no terms). Each column of the kernel matrixB

i,j(variation in i for Ðxed j) can be thought of as the theoreti-
cally computed spectrum from a nearly isothermal plasma
with temperature (the plasma temperature is actually dis-T

jtributed between and but with most of theT
j~1 T

j`1,plasma near The integrals in equations and areT
j
). (14) (15)

evaluated numerically.
The spectra in the SW, MW, and LW detectors of EUV E

overlap slightly in wavelength ; our approach is to assume

that each of the 3 datasets are statistically independent of
one another ; the spectra are placed end-to-end to form a
single full spectrum. Because of the slight overlap, the wave-
length is not strictly monotonic with its index i, but thisj

ipresents no difficulties.
For the EUV E data, the solution to is over-equation (12)

determined (M ? N), meaning that a direct inversion for m
jis impossible. Our approach is to invert for usingm

j““ regularization ÏÏ & Brown et al.(Craig 1986 ; Mewe 1995).
In the regularization procedure, a best-Ðt is found bym

jminimizing the quantity p Kn [ f p2] "p nA p2, where
and Per-p x p24 ;

k
x
k
2, m

j
A4 (m

j`1] m
j~1[ 2m

j
)/2 *y.

forming that minimization results in the equation

(KTK ] "H)n \ KTf , (16)

where KT is the transpose of K, H is the banded ““ smoothing
matrix ÏÏ (eq. [6.12] of & Brown and the scalarCraig 1986),
coefficient " is called the ““ smoothing parameter.ÏÏ Given a
value of ", can be solved for using singular-equation (16) m

jvalue decomposition techniques et al.(Press 1992).
The role of " in is to control unstable oscil-equation (16)

lations that result if no constraint is placed on the solution
The particular constraint we have applied is to limit them

j
.

magnitude of the second derivative of m with respect to ln T .
In the limit "] 0 (no smoothing), reduces toequation (16)
the least-squares solution for which is mathematicallym

j
,

ill-posed and unstable to errors in the measurements of f
i& Brown As "] O, the solution is stable to(Craig 1986).

random data errors but is always constrained to be a
straight line. An important part of the inversion procedure
(discussed further below) is to determine the optimal value
of ", giving solutions that are stable but not oversmoothed
and that exhibit physically meaningful variations of m
with T .

Most of the EUV E spectral pixels in our data have low
S/Ns. It was therefore necessary to revise the procedure
outlined above in order to avoid the DEM solution being
overwhelmed by the behavior of the many low S/N pixels.
We introduce a weight for each value of M inw

i
equation

where the weight depends on both data quality (i.e., the(16),
errors) and knowledge of the atomic physics [i.e., Gj(T )].
An arbitrary weighting of each equation is made possible by
the fact that for a given i, both and the correspondingf

ivalues of can be multiplied by a factor without a†ect-K
i,j w

iing the basic equations After performing this multipli-(12).
cation, however, the factor does a†ect how much thew

isolution for m from is inÑuenced by the spec-equation (16)
trum at with larger values of giving the data morej

i
, w

i
f
iimportance in the inversion. After multiplication by wew

i
,

denote the weighted kernel matrix and its transpose by K3
and respectively, and the weighted data by The ÐnalK3 T, f 8.
form of the inversion equation, is(K3 TK3 ] "H)n \ K3 Tf 8,
identical & Brown to(Craig 1986) equation (16).

We adopt weights of the form

w
i
\ q

i
df

i
, (17)

where is the estimated count error (eq. [5]), and isdf
i

q
igiven by

q
i
\ 1

!
C
max

j

A K
i,j

;
k

K
k,j

BDb
. (18)



No. 2, 1997 EUV E SPECTRA OF AD LEONIS FLARES 917

! is determined by the normalization If;
i/1M q

i
2\ 1. q

iwere constant (see, e.g., et al. the weightMewe 1995), 1/df
iin would be similar to that in standard least-equation (17)

squares Ðts, in which s2 is minimized. Even if varies, as inq
ithe normalization factor ! allows us to con-equation (18),

struct a minimization statistic that is analogous to s2.
The quantity requires further explanation. In most ofq

ithe spectral pixels, the computed plasma emissivity Gj(T )
consists of either continuum emission only or of weak lines
plus continuum. If is constant, spurious noise contribu-q

itions in these pixels are treated as being caused by contin-
uum emission, and the inversion process therefore results in
spuriously large DEM values at the high temperatures (log

at which the EUV E continuum is produced mostT Z 7.3)
e†ectively. This problem is exacerbated by the wavelength
dependence of continuum emission in the EUV E wave-
length region being insensitive to temperature, although the
level of the emission is strongly temperature dependent

et al. This results in an ambiguity to the(Schrijver 1995).
DEM distribution for log We found that weightingT Z 7.3.
by alone is not sufficient to suppress the contribution1/df

iof noisy spectral pixels to the continuum, since there are so
many of them. Furthermore, it is likely that our data
contain spectral lines that are not yet included in the plasma
emission code ; these lines will also be treated as continuum
emission by the inversion procedure. On the other hand, it
is very signiÐcant if we see little or no emission at a wave-
length corresponding to a strong line in the EUV E wave-
length range, so data at that wavelength should be weighted
accordingly. After much experimentation, we have found
that the form of given in solves most ofq

i
equation (18)

these problems. illustrates the behavior of for theFigure 3 q
itwo choices b \ 1.0 and b \ 0.5. As can be seen in the

Ðgure, results in large weights at those wave-equation (18)
lengths where strong lines are formed or could be formed.
Continuum wavelengths are given low (though not zero)
weighting. The relative weights between the strongest lines
and the continuum (or weaker lines) can be controlled
through the parameter b. As b ] O, the spectral pixel with
the strongest emissivity goes to unit weight, and at allq

iother pixels goes to zero. For b \ 0, all spectral pixels are
given equal weight. For the inversions presented in this
paper, b \ 1.0.

Once this weighting scheme is introduced and a suitable
value of " is chosen, it is possible to estimate the error indm

jthe solution. We perform a series of Monte Carlo simula-
tions in which N@ realizations of perturbed data are inverted
to yield N@ solutions m. The value of " is assumed to be Ðxed
for all N@ solutions (for the AD Leo inversions described in

we choose N@\ 1000). Each realization of the data° 6,
consists of adding a normally distributed random error with
amplitude to each data value Errors at eachdf

i
(eq. [5]) f

i
.

data point are assumed to be uncorrelated with those at
other data points. After a set of N@ solutions has been com-
puted, we estimate the error in asm

j
(dm

j
)2\ (m

j
[ m6

j
)2] !

j
. (19)

Here the overbar denotes ensemble average ; thus is them6
jmean solution, and the Ðrst term of representsequation (19)

the variance about the mean and reÑects the sensitivity of
the inversion method to instabilities that vary with di†erent
incarnations of the data. The term represents an error!

jcaused by oscillations in the solution that do not vary with
di†erent incarnations of the data ; it is estimated by inver-

FIG. 3.ÈWeighting function as a function of for the spectral pixelsq
i

j
iused in our inversion. Plots of both b \ 0.5 and b \ 1.0 are shown. The

weights are strong where strong lines are or could be present and are weak
in the continuum. b \ 1.0 was adopted for the inversion of the AD Leo
data described in ° 6.

ting spectra computed from an initially Ñat DEM using the
same value of ". A complete discussion of how is deter-!

jmined can be found in here we simply noteCully (1997) ;
that this term is important at small values of " and in
temperature ranges without signiÐcant line contributions
but is less important at optimal or large values of ".

We invested considerable e†ort in developing automatic
and objective algorithms for Ðnding the best smoothing
parameter ", especially the ““ statistical regularization ÏÏ
approach & Brown and variations on that(Craig 1986)
technique. Eventually, we concluded that the most reliable
method was simply to compute a sequence of inverted
DEM curves (and the associated error curves) for a wide
range of " values and to then choose the smallest value of "
for which the solutions show no obvious sign of unstable
oscillations or signiÐcant negative excursions. We also use
the Pottasch points and the upper limits as a rough(° 3)
guide for choosing " ; we expect the DEM distribution to be
a smooth function that passes through or near these points.
In we illustrate this inversion procedure for a simulated° 5,
dataset with an adopted DEM, showing the e†ects of the
S/N and the choice of smoothing parameter on the solu-
tions.

Finally, once a value of " has been selected, it is possible
(in principle) to determine ““ best-Ðt ÏÏ values for and/orNHvalues of the iron abundance, [Fe/H], by comparing the
observed spectrum to the spectrum computed from the
DEM (for [Fe/H] variations, must be recomputed forGj(T )
each value of [Fe/H].) By varying and [Fe/H], one canNHattempt to minimize the s2 of the Ðt between the observed
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and model spectra. As discussed in we were able to Ðnd° 6,
a best-Ðt value for but the value of [Fe/H] was notNH,
constrained by our data.

5. INVERSION OF SIMULATED DATA

To verify and understand the performance of our inver-
sion scheme, we tested the above method with simulated
data produced using an adopted test DEM. The kernel
matrix was computed using the formalism described in ° 4
with solar coronal values for the abundances (Feldman

see also used in The value of and the1992 ; ° 6) Gj(T ). Aeff(j)
resolution of the spectrometers are taken from EGODATA
1.8.1. The distance d was taken to be 4.9 pc, and NH \
2 ] 1018 cm~2. Spectra were computed separately from

for the SW, MW, and LW spectrometers andequation (12)
then placed end-to-end to form a single full spectrum, as
described in ° 4.

For our test DEM, we set to a sine wave with maximam
jat log T \ 5, log T \ 6, and log T \ 7 (the solid curve in

The sine wave is o†set such that the minimum valueFig. 4).
is zero, and the maximum value is 1000 in arbitrary units.
This test DEM was chosen because it presents a challenge
for the regularization method, which tends to Ðnd straight
lines if " is too large. Synthetic spectra were Ðrst computed
as in and a background noise component wasequation (12),
then added to simulate the e†ects of the detector back-
ground on the spectrum. This noise level was controlled

such that the S/N of the strongest line in the spectrum was
equal to the value given at the top of each of the panels of

(29 and 3, respectively).Figure 4
The simulated spectra were analyzed using the same pro-

cedure as for the actual data First, we removed from(° 6).
consideration the spectral pixels near the detector edges and
within one resolution element of the strongest helium lines
(237, 243, 256, 304, and 584 in both the spectra and inÓ) f

iAlthough the helium lines provide strong constraintsK
i,j.on the DEM curve at low temperatures (log T \ 5.0), we

chose not to include them since they can have higher count
rates than expected by pure electron-collisionÈdominated
excitation and references therein). If these(Feldman 1992,
lines were included, they could bias the solution to artiÐ-
cially high values at low temperatures.

We performed a sequence of Monte Carlo simulations as
described in for each value of " considered, spanning the° 4
range from "\ 10~14 to "\ 10~3.5. The amplitude of the
errors was estimated from the given S/N, as determined
from the computed spectrum plus the background. We per-
formed N@\ 100 simulated inversions for each value of ".
The resulting average DEM from the inversions (dashed
curve) is shown in for several values of ". TheFigure 4
estimated errors computed from are shown byequation (19)
the dotted curves that surround each dashed curve.

illustrates several important properties of theFigure 4
inversion method. For very small values of ", the individual

FIG. 4.ÈCalculated DEM curves computed from simulated spectra assuming a given test DEM curve (solid line) and a given signal-to-noise ratio
(S/N \ 29 in the left-hand panels, and S/N\ 3 in the right-hand panels) for a range of smoothing parameters ("), as discussed in DEM is in arbitrary° 5.
units.
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solutions are highly unstable, as evidenced by the large cal-
culated errors in This produces solutions that alsom

j
. m6

jcontain large oscillations. As the value of " increases, the
maximum allowed value of the second derivative decreases,
the oscillations are increasingly damped, and the DEM
solutions more closely match the test DEM. As " increases
further, the maximum second derivative allowed in the solu-
tion becomes smaller than the second derivatives of the test
DEM, resulting in an oversmoothed solution. The errors in
the inversion solution produced by oversmoothing are
unfortunately not reÑected in the error computed by

Instead, the computed error envelope con-equation (19).
tinues to decrease with increasing " because of the smooth-
ing e†ect of " on the individual DEM solutions in the
Monte Carlo Method. As described in we found that the° 4,
best choice of " is determined by a compromise between
excessive oscillation and oversmoothing.

We can also see the e†ect of S/N on the solution behav-
ior. for the weights used in and showEquation (17) w

i
K3 f 8

that, in general, data with smaller errors are weighted more
heavily relative to the smoothing term "H in equation (16).
Thus the ratio between and "H increases with higherK3 TK3
S/N for a given value of ". This has the same e†ect as
reducing " with the S/N held constant. Thus, as errors in
the data are reduced, less smoothing is required.

The same e†ect can also be seen in di†erent parts of a
given DEM solution. If the plasma spectrum at a given
temperature contains a large number of lines, or a few
strong lines, the solution near that temperature will be con-
strained more than other parts of the solution because of
stronger weighting Conversely, for temperatures(eq. [18]).
at which few lines are present, the solutions are less con-
strained. Since the method is designed to limit the second
derivative of the solution, a constant second derivative is
found in areas where there is little constraint on the data
from strong lines, as in log and log Solu-T [ 5.0 T Z 7.2.
tions beyond these limits should be considered suspect, as
indicated by the divergence in the error curves. At tem-
peratures where there are no strong lines in the spectrum
(such as near log T \ 6.7 in the solution can alsoFig. 4),
deviate signiÐcantly outside the error curves from the test
DEM.

6. RESULTS FROM AD LEO DATA

As noted in the hydrogen column density the iron° 4, NH,
abundance [Fe/H], and the di†erential emission measure
(DEM) as a function of temperature can, in principle, be
determined simultaneously from the observed spectra. After
a great deal of e†ort (and much experimentation with the
weighting parameter b in we have concluded that,eq. [18]),
in practice, the iron abundance is essentially unconstrained
by our data. To obtain a good estimate of [Fe/H], both Fe
and H must be measured from plasma at nearly the same
temperature (otherwise changes in abundance mimic
changes in the DEM). Hydrogen, through thermal brems-
strahlung, does contribute signiÐcantly to the continuum
radiation in the short-wavelength portion of the EUV E SW
spectrum where several strong iron lines are also formed at
T [ 107 K. Unfortunately, the S/N of our data is very low
in the continuum, and we cannot claim a positive detection
of continuum radiation. We therefore decided to investigate
two assumed values of [Fe/H], the solar coronal abundance
and a value of 1/10 that. These bracket the solar photo-
spheric abundance because of the Ðrst ionization potential

(FIP) e†ect in the solar corona which gives a(Meyer 1991),
value for the coronal abundance that is D3 times the
photospheric abundance. Using solar coronal abundance
values assumes that the FIP e†ect operates in dMe stars as
it does on the Sun ; we regard this as an unproven but
reasonable assumption. We prefer the solar coronal abun-
dance value since AD Leo is thought to be a member of the
young disk population and should thus have at least solar,
if not greater, metallicity. However, the possible existence of
the metal abundance deÐciency syndrome Laming,(Drake,
& Widing Schmitt et al. inÑuenced us to investi-1996 ; 1996)
gate the 1/10 solar coronal abundance value also. Since the
most important emission lines in the EUV E wavelength
range are from iron, reducing [Fe/H] also reduces Gj(T ),
which requires a corresponding increase in the DEM to give
a spectral line of the observed strength. Thus, the e†ect of
reducing [Fe/H] by a factor of 10 is to increase the DEM by
a factor of 10 (for those regions where iron-line radiation
dominates the spectrum).

In contrast to the abundance determination, the hydro-
gen column density was constrained by our data. Emis-NHsion lines from neon, oxygen, and iron span the SW, MW,
and LW regions of the spectrum. Photons emitted in these
lines are preferentially absorbed at long wavelengths in the
Lyman continuum by the intervening neutral hydrogen
column between AD Leo and the EUV E detector. The
DEM was computed for a range of values, and theNHresulting synthetic spectra compared to the observed
spectra. Minima in the s2 of the Ðt for each time period were
found ; combining the four results formally yields NH \
(2.65^ 0.83)] 1018 cm~2. Including only the most signiÐ-
cant digits, this is cm~2. The value ofNH \ (3 ^ 1)] 1018

is insensitive to the assumed metal abundance since it isNHthe ratio of line strengths of the same element in the long-,
medium-, and short-wavelength regions that determines the
required hydrogen column. This ratio is una†ected by
changes in the abundance but strongly a†ected by the wave-
length dependence of the Lyman continuum absorption.
We note that the inversion method allowed us to use the
information contained in weak and blended lines to Ðnd NHunambiguously ; this represents a signiÐcant advantage over
the Pottasch method.

Using the two assumed [Fe/H] values and NH \
3 ] 1018 cm~2, we then determined the DEM distribution
as a function of temperature for the AD Leo spectra during
the four time periods described in We used both° 2 (Fig. 1).
the Pottasch method and the inversion method to(° 3) (° 4)
compute the DEM. The results for the solar coronal abun-
dance are shown in for the following periods :Figure 5
quiescent, Ñare 1, decay, and Ñare 2 (hereafter referred to as
Q, F1, D, and F2). is presented in the usual logFigure 5
DEM versus log T format. The Pottasch results for the
strong lines are shown as solid squares and the upper limits
for weaker lines are shown as downward-pointing arrows.
The solid curve gives the inversion resultsÈnote that the
log-log format causes dropouts when the DEM becomes
small. In fact, the DEM found from the inversion analysis is
a smooth curve and is more naturally presented in a log-
linear plot, as in The dotted lines inFigure 6. Figure 5
represent the estimated error of the inverted DEM (see ° 4).

The Pottasch and inversion DEM results are in good
agreement. Neither method gives a clearly superior result
for these noisy data. Our expectation from is that the° 5
inversion method will prove superior if the data have higher
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FIG. 5.ÈResults of the inversion analysis for the quiescent, Ñare 1, decay, and Ñare 2 spectra assuming solar coronal abundances. The Pottasch points
calculated from the single lines listed in Tables and are shown as solid squares or upper limits. The triangle represents the emission from He II j304 and2 3
should be considered an upper limit because of possible competing e†ects such as photoionization. The case of 0.1 times solar coronal [Fe/H] (not shown
here) has DEM distributions roughly 10 times larger than these.

S/N, particularly if many lines are detected but blended.
Decreasing the value of b in also gives theequation (18)
option of weighting the continuum more heavily, e.g., to
attempt to determine the metal abundance as described in

For the present investigation, we simply adopt a DEM° 4.
that is consistent with the results from both methods.

The quiescent data had the highest S/N and the largest
number of positively detected lines (because of the periodÏs
long cumulative integration time). From the quiescent
DEM, we identify the temperature regime between D106
and 107.2 K as the part of the DEM that can usefully be
analyzed for the AD Leo data. We do have a detection of
the He II line at 304 that is formed near 105 K. However,Ó
the lack of other lines in the EUV E wavelength region that
are formed at temperatures between 105 and 106 K, plus the
ambiguity in the emission mechanism for the 304 line,Ó
makes the DEM below 106 K very uncertain, so we will not
discuss it further.

The basic shape of the DEM is similar for the four time
periods. shows that there is a broad peak aroundFigure 5
temperatures of 106.8È107.2 K with DEM of order 1051
cm~3 and a narrower detection around 106.2È106.3 K with

DEM D1049.5 cm~3. The lower temperature emission is
only detected at a signiÐcant conÐdence level in the quiesc-
ent data, since it had the highest S/N. The higher tem-
perature peak shows two interesting features. The
temperature of the peak DEM varies from a maximum
value of 107.2 K during F2 to a value of 107.1 K during F1
to a lower value of 106.8 K during D. Q indicates a Ñat
plateau or possibly a double-peaked DEM distribution as
determined from the strong lines formed between 106.8 and
107.2 K while the DEM determined from the inver-(Fig. 5)
sion procedure indicates a broad distribution from a wide
range of temperature (106.6 to 107.2 K; see TheFig. 6).
width of this plateau (0.4È0.6 in log T ) is signiÐcantly
greater than the emissivity width of the individual strong
lines (D0.3 in log T ). Evidently Ñare emission is concen-
trated at the highest temperatures and the decay emission at
somewhat lower temperatures, with the quiescent emission
coming from plasma spanning a broad range of tem-
peratures.

Figures and also show that there is real structure in5 6
the high-temperature component during the F1 and D
phases, with F1 showing a monotonic increase in the DEM
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FIG. 6.ÈResults of the inversion analysis for the quiescent, Ñare 1,
decay, and Ñare 2 spectra assuming solar coronal (top panel) and 0.1 times
solar coronal abundances (bottom panel) plotted on a log-linear scale,
which is the natural scale for the inversion method.

toward higher temperature and D showing a decrease in the
DEM toward higher temperature.

7. DISCUSSION

Our results can be used to address the properties of the
coronal loop structures on AD Leo and of the loop evolu-
tion during Ñares. First, we compare our results with a
recent determination of the coronal emission measure for
AD Leo. Second, we combine the formalism of withPaper I
the temperature results from this paper to compute the loop
sizes required to explain the observed Ñare evolution. We
then compare these results to recent solar studies. Finally,
we examine the di†erence in the DEM structure between
the Ñare, decay, and quiescent phases and comment on the
implications for coronal structure.

7.1. Comparison with Previous Work
An extensive analysis of the coronal emission measures of

dMe stars, including AD Leo, has been carried out by G96.
Their results di†er from ours in several ways : they Ðnd a
larger interstellar hydrogen column, very low metallicity,
and larger emission measures in both the hot and cool com-
ponents of their two-temperature Ðts. Their value for isNHan order of magnitude larger than ours and is not sup-
ported by measures of the nearby (e.g., a Leo) ISM

et al. Their metal-abundance estimate is(Fruscione 1994).
one-tenth of the solar photospheric value, which is one-
third of the smallest abundance we considered. The dis-

agreement that we Ðnd with their emission-measure (EM)
values arises from these discrepancies. Both the larger
hydrogen column and the lower metal abundance of G96
act to increase the amount of stellar emission required to
produce the observed Ñux at earth and act to enhance the
ratio of emission measure at low temperature (D3 ] 106 K)
to that at high temperature (D107 K).

Another observational result of the paper is thatG96
their high-temperature component appears to vary with
time (possibly because of microÑaring) while their low-
temperature component remains steady. We Ðnd that,
during Ñares, the EM at high temperature rises sharply,
while the low temperature EM stays nearly constant. Thus,
we concur with that the time-varying (Ñare) activityG96
occurs primarily at high temperature.

7.2. L oop Structure
In ° 4.1 of we showed how the temporal behaviorPaper I,

of the EUV E DS light curve, in particular the rise and decay
timescales (along with an estimate of the plasma tem-
perature at the Ñare peak) could be used to derive such
parameters as the loop length, the plasma pressure, and the
coronal column depth at Ñare peak. In ° 4.4 of wePaper I,
compared estimates of plasma densities and loop lengths
obtained in this fashion with those obtained using the tradi-
tional method of equating the observed decay time with the
plasma cooling time to get the plasma density and hence the
volume and estimates of the size of the loop. The two
methods were found to agree to within factors of 2 or 3. The
technique we developed in has the advantage thatPaper I
absolute Ñuxes need not be known and that no assumptions
need be made about the loop aspect ratio to derive the loop
length. We now have a better estimate of the Ñare loop apex
temperature than was available to us in (for Ñare 1,Paper I
we used K in cf. the value foundT

A
^ 2.5] 107 Paper I ;

here of K), so we can recompute the loopT
A

^ 1.3] 107
parameters using the formalism presented there but with
our new temperature results. Equations (4.10), (4.5), and
(4.4) of show that andPaper I L DT

A
1@2, NmaxD T

A
2 ,

where L is the loop length, is the peakPmaxD T
A
5@2, Nmaxcoronal loop column depth achieved during the Ñare, and

the corresponding peak loop pressure. If we were toPmaxretain the solar photospheric metallicity assumed in Paper
these temperature scalings show that for F1, for exampleI,

(where the peak temperature is somewhat less than our
estimate in the loop length would decrease slightly,Paper I),
the loop density and pressure would decrease more signiÐ-
cantly, and the loop cross-sectional area coverage would
increase.

The revised loop parameters shown in Tables and4 5
depend not only on the new values but also on theT

Aassumed metallicity z of the plasma. (For the purposes of
this discussion, we will assume that [Fe/H] and the overall
metallicity z [the relative abundance of all metals to hydro-
gen, measured relative to the solar photospheric value]
scale together. Thus for the solar coronal abundance case,
we take z\ 3.16 and for the 0.1 times solar abundance case,
we assume z\ 0.316. Solar photospheric abundances
would correspond to z\ 1.0.) The combined e†ect of the T

Aand z changes give (for the solar coronal value of z) a longer
loop but decreased values of and The e†ect ofPmax Nmax.changing the metallicity on the loop parameters can be seen
by comparing the values obtained for our two assumed
metallicities, i.e., those in (solar coronal abundance)Table 4
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TABLE 4

CALCULATED LOOP PARAMETERS (SOLAR CORONAL)

Parameter Flare 1 Flare 2

T
A

(K) . . . . . . . . . . . . . . . . . . . . . . 13] 106 16 ] 106
L (cm) . . . . . . . . . . . . . . . . . . . . . . 4.7] 1010 2.4] 1010
Nmax (cm~2) . . . . . . . . . . . . . . . . 1.9] 1020 3.6] 1020
nmax (cm~3)a . . . . . . . . . . . . . . . 4.0] 109 15 ] 109
Pmax (dyn cm~2) . . . . . . . . . . . 10 49
BEq (G)b . . . . . . . . . . . . . . . . . . . . 16 35
ACor (cm2) . . . . . . . . . . . . . . . . . .c 1.2] 1021 1.5] 1020
f (%)d . . . . . . . . . . . . . . . . . . . . . . 22 2.8
V (cm3)e . . . . . . . . . . . . . . . . . . . . 1.1] 1032 6.9] 1030
Eth (ergs)f . . . . . . . . . . . . . . . . . . . 1.8 ] 1033 5.1] 1032
log10 EMmax (cm~3)g . . . . . . 51.3 51.2

a Nmax/L .
b Beq \ (8nPmax)1@2.c Area of a single coronal loop footprint.
d f \ 2Acor/(4nR

*
2).

e V \ 2Acor L .
f Eth \ 1.5Pmax V .
g EMmax \ nmax2 V .

and (1/10 the solar coronal abundance). We canTable 5
understand the z-dependence by noting that metal-line
emission (primarily, though not entirely, from Fe) domi-
nates the radiative loss function for temperatures between
106 and 107.2 K. Hence, changes in the metallicity will
strongly inÑuence the radiative loss rate, which in turn will
inÑuence the derived loop parameters. The radiative loss
function '(T ) between 106 and 107.2 K can be approx-
imated by the power-law relation '(T ) D AT a. Using
metallicity-dependent Ðts to the Raymond-Smith

& Smith cooling curves from the Appendix(Raymond 1977)
of we Ðnd the power-law index a remains essentiallyG96,
unchanged with z, but the coefficient AD z (since the radi-
ative losses scale as the number of emitters [i.e., the metal
abundance] as long as the plasma is optically thin). Again
using equations (4.10), (4.5), and (4.4) from we ÐndPaper I,
that L D z1@2, and The meanNmaxD z~1@2, PmaxD z~1.
electron density in the loop is Thus,nmaxD Nmax/L D z~1.
for a Ðxed Ñux observed at earth, loops with smaller z will
have shorter loop lengths, higher pressures, and higher den-
sities.

TABLE 5

CALCULATED LOOP PARAMETERS (0.1] SOLAR CORONAL)

Parameter Flare 1 Flare 2

T
A

(K) . . . . . . . . . . . . . . . . . . . . . . 13] 106 \32 ] 106
L (cm) . . . . . . . . . . . . . . . . . . . . . 1.5 ] 1010 1.1 ] 1010
Nmax (cm~2) . . . . . . . . . . . . . . . . 5.9] 1020 4.6 ] 1021
nmax (cm~3)a . . . . . . . . . . . . . . . . 4.0] 1010 4.4 ] 1011
Pmax (dyn cm~2) . . . . . . . . . . . 100 2800
BEq (G)b . . . . . . . . . . . . . . . . . . . . 50 265
Acor (cm2)c . . . . . . . . . . . . . . . . . 4.1 ] 1020 5.4 ] 1018
f (%)d . . . . . . . . . . . . . . . . . . . . . . . 7.8 0.10
V (cm3)e . . . . . . . . . . . . . . . . . . . . 1.2] 1031 1.1 ] 1029
Eth (ergs)f . . . . . . . . . . . . . . . . . . . 1.9 ] 1033 4.8 ] 1032
log10 EMmax (cm~3)g . . . . . . 52.3 52.3

a Nmax/L .
b Beq \ (8nPmax)1@2.c Area of a single coronal loop footprint.
d f \ 2Acor/(4nR

*
2).

e V \ 2Acor L .
f Eth \ 1.5Pmax V .
g EMmax \ nmax2 V .

To estimate the change in the fractional area coverage
with metallicity, we use the rise and decay timescales
obtained from the EUV E Lex/B Deep Survey light curve as
reported in and note that iron lines formed in thisPaper I
temperature range dominate the count rates observed
between 40 and 190 over which the Deep Survey instru-Ó
ment is sensitive. If the observed count rate during the Ñares
is to remain Ðxed, then A] EM\ A] nmax2 L Acor \constant, where is the mean cross-sectional area of theAcorcoronal loop. Using the relations shown above, we Ðnd

and the loop volume EvidentlyAcor D z1@2 V D L Acor D z.
loops with lower metal abundance are thinner and occupy
less volume. A Ðnal interesting result is that the estimate of
the peak thermal energy contained in the loop plasma,

is independent of the assumed metalEth\ (3/2)PmaxV ,
abundance.

One must be cautious not to use these z-scaling results
outside their ranges of validity. We assumed that the overall
metallicity scales with the Fe abundance, but it is possible
that stars with low Fe abundance may have normal abun-
dances of other metals. We Ðnd that the radiative cooling
curves computed with di†erent values of [Fe/H] (but with
other metal abundances held Ðxed) result in modest changes
to the slope a of the cooling curve, as well as a deviation (in
the low z limit) from the AD z behavior noted above.
Further, when the value of z drops below the range we
consider in this paper, thermal bremsstrahlung losses
(independent of z) become important for K.T Z 107

The loop parameters given in Tables and have been4 5
computed from spectra that include both Ñaring and quiesc-
ent contributions ; in principle, the quiescent spectra should
be subtracted from the Ñare spectra before such an analysis
is done. For these data, the low S/N makes this exercise
impractical. We nevertheless believe that the quiescent
emission does not have a signiÐcant impact on the derived
loop quantities since the observed count rates for the
highest temperature lines are much higher during Ñares
than during quiescence. It is the highest temperature emis-
sion that determines the Ñare loop parameters.

For the AD Leo Ñares, the loop lengths that we obtain
using either abundance are in excess of 1010 cm. If we
compare our loop parameters to those found for the high-
temperature component of (see their Fig. 3b), we ÐndG96
good agreement. Pressures of order 10 dyn cm~2, lengths of
order a few] 1010 cm, and Ðlling factors of order 0.1 are
required to Ðt their data ; we Ðnd similar values by scaling
the results of Tables and to their assumed metal abun-4 5
dance. As described in it is the long rise and decayPaper I,
times observed for our Ñares that demand long loops. A
recent paper shows that this is also true on the Sun. Metcalf
& Fisher show that observed Ñare loop lengths are(1996)
correlated with rise and decay timescales and loop tem-
peratures in a very similar fashion to that described in

Some of the solar Ñare loops reach sizes of D1010Paper I.
cm, and these loops are consistent with the scaling relation-
ship of We therefore disagree with the statement inPaper I.

that the Ñaring emission in dMe stars arises fromG96
compact loop structures.

The long Ñare loops result in mean coronal densities
between 109 and 1011 cm~3. The densities and loop lengths
are similar to those we obtain from our loop models for the
much larger Ñares on AU Microscopii et al.(Cully 1993)
observed by EUV E during 1992 July (1010È1011 cm~3 ; see
Table 3 of While it is possible that the Ñare mecha-Paper I).
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nism and coronal geometry of the AU Mic Ñares were
entirely di†erent from the Ñares on AD Leo, it is interesting
that the densities and loop lengths derived from the models
were similar (the di†erence in Ñare emission measure
between the two stars is due primarily to a di†erence in Ñare
area coverage according to the loop models). In principle,
the densities we derive can be compared with those
obtained from ““ density-sensitive ÏÏ line ratios. The AD Leo
spectra discussed in this paper are too noisy to yield mean-
ingful results from such an analysis, but the AU Mic Ñares
did have density-sensitive line pairs that were observed and
analyzed. Fossi et al. found that theMonsignori (1996)
Ñares on AU Mic could best be explained by small loops
with densities of 1012È1013 cm~3 based on the density-
sensitive Fe XXI 142 line ratio. et al.Ó/128 Ó Schrijver (1995)
also found similarly high densities as a result of their
analysis of the entire AU Mic spectra using the Fe XXI 142

Fe XXI 145 Fe XXI 103 and FeÓ/128 Ó, Ó/128 Ó, Ó/128 Ó,
XXII 114.4 line ratios. In our view, such highÓ/117.2 Ó
densities would result in the Ñare plasma cooling during the
decay phase far more rapidly than is observed from the
EUV E DS light curves. It is not clear why the two density
determinations disagree, but we believe a likely explanation
for it lies in the work of et al. who, based onJudge (1997),
estimates of the errors in the plasma model codes, the rela-
tively weak dependence of the kernel functions on density,
and the assumptions used in the method, have raised
serious doubts about the validity of density-sensitive line
ratios.

7.3. DEM Structure
The DEM structure shows clear di†erences in the quiesc-

ent, Ñare and decay phases. (top panel ; bottomFigure 6
panel for the lower [Fe/H]) illustrates that the DEM is
rather sharply peaked at a high temperature during F1 and
at a cooler temperature during D while the Q DEM has a
broad distribution encompassing a range of temperatures.

The loop models we developed in & HawleyFisher (1990)
provide insight into the origin of these DEM properties. We
have computed the DEM for those loop models and Ðnd
that it increases with temperature and is strongly peaked at
the apex temperature of the loop. The DEM distribution
with temperature can thus be approximated as a super-
position of emission from loops with di†ering apex tem-
perature. The results from the current paper can then be
interpreted as follows. The Q DEM includes contributions
from a broad temperature range at fairly low emission
measure and suggests a broad distribution of loops with
di†erent apex temperatures. The F1 (and F2, but the data
are signiÐcantly noisier during F2) DEM is more narrowly
peaked at high temperature and large emission measure,
indicating that the emission is dominated by one or a few
hot loops with increased density due to chromospheric
evaporation. The D DEM is also narrowly peaked but at
lower temperature and emission measure ; the emission may
be coming from the same loops as during F1, but the loops
have now cooled and much of the material has condensed
back into the chromosphere.

Our data are not sufficient to distinguish between the
model, which includes two distinct (in temperature)G96

populations of loops, and a model that includes a broad
distribution of loops with apex temperatures covering a
wide temperature range. In particular, the lack of strong
lines that are formed at temperatures between D106.4 and

106.8 K in our spectra means that we have limited informa-
tion about the extent of plasma at those temperatures. We
note that recent work by Maggio, & PeresCiaravella,

and shows that the identiÐcation of(1996) GrifÐths (1996)
two populations of loops from two-temperature Ðts of
ROSAT PSPC observations can be misleading ; clearly
better data will be required to address the loop apex tem-
perature distribution during stellar Ñares.

8. CONCLUSIONS

We extracted EUV spectra from the star AD Leo during
periods of quiescence, Ñaring, and during a period of Ñare
decay. During all periods, the EUV spectra are dominated
by Fe line emission (see from temperatures rangingTable 1)
from D106 to 107 K, indicating that EUV emission from
AD Leo is predominantly from a hot coronal plasma.

We modiÐed the regularized inversion technique (Craig
& Brown et al. to derive the di†erential1986 ; Mewe 1995)
emission measure (DEM) distribution of the corona. We
introduce a weighting function for the data that depends
not only on data quality (i.e., estimated errors in the
spectrum) but also on the plasma emissivity function itself
so that data at wavelengths coinciding with strong emission
lines can be emphasized in the inversion procedure. This
weighting is necessary to accommodate the low S/N of most
spectral pixels in the AD Leo data. The inversion procedure
can also be used (in principle) to determine coronal abun-
dances and the interstellar hydrogen column density NH.
We have successfully tested the procedure with spectra gen-
erated from known test DEM distributions and can recover
the DEM from the spectra (although the faithfulness of the
inversion declines as the S/N decreases).

We applied this inversion technique to the AD Leo data
and found DEM distributions generally consistent with
those determined using the Pottasch method. We were
unable to determine [Fe/H] for AD Leo because we have
no positive detection of continuum emission, but we did
Ðnd a value for of (3^ 1) ] 1018cm~2.NHDuring quiescence, we found a broad distribution of the
DEM at temperatures from 106.8 to 107.2 K and also
detected emission from temperatures near 106.2 K but with
much lower DEM. We interpret the quiescent emission as
being from a distribution of coronal loops with peak tem-
peratures D106.8 to 107.2 K. Our conclusions di†er from
those of who found an emission measure near 106.5 KG96,
within a factor of two of that at 107 K; we believe the
di†erence is caused by the high value of and low value ofNH[Fe/H] that used in their analysis.G96

During periods of Ñaring, we found that the variability
was concentrated in the emission from temperatures near
107 K and that emission from lower temperatures remained
nearly constant, in agreement with the results of G96.

The peak coronal temperature from the DEM analysis is
signiÐcantly less for the large Ñare (F1 ; K)T

A
D 1.3 ] 107

than the value we used in K). ThisPaper I (T
A

D 2.5] 107
results in a lower coronal pressure and larger area coverage
(Tables and for the coronal loops than the values4 5)
quoted in (cf. Table 3 of The value ofPaper I Paper I).
[Fe/H] can also a†ect the derived loop parameters as dis-
cussed in Nevertheless, the basic conclusions of° 7.2. Paper

remain unchanged : the characteristic Ñare loop length onI
the star is long as determined by the Ñare rise and(L D R

*
),

decay timescales with coronal densities(L D q
r
3@7 q

d
4@7 T

A
1@2),

between 109 and 1011 cm~3 at Ñare peak. Since the predict-
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ed relationship between loop length and Ñare timescales has
been tested for solar Ñares and found to be consistent with
this relationship & Fisher we conclude that(Metcalf 1996),
long loops on Ñare stars are consistent with the dynamical
behavior of solar Ñare loops. This contrasts with the G96
conclusion that consistency with the solar analogue argues
for short Ñare loops on AD Leo.

After the large Ñare F1, we observed a decrease in both
peak temperature and emission measure during an
extended decay phase. We interpret this as the gradual
cooling and condensing of the Ñare plasma back to chromo-
spheric temperatures as discussed in (AnotherPaper I.
possibility is that we are observing the expansion and
cooling of a hot coronal mass ejection ; et al.Cully 1994.)
Near the end of the decay phase, a second Ñare was

observed (F2), but the duration of the Ñare was short,
resulting in a very low S/N for the spectrum and, conse-
quently, a very uncertain DEM distribution.
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