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Abstract. We report temperature diagnostics derived from helium-like ions of sulphur for an active
region NOAA 7978 obtained with Bragg Crystal Spectrometer (BCS) on board the Yohkoh satellite.
For the same region we estimate conductive flux downward to the chromosphere by the Coronal
Diagnostic Spectrometer (CDS) on board the Solar and Heliospheric Observatory (SOHO) satellite.
This region appeared as a region of soft X-ray enhancement in May 1996, underwent a period of
enhanced activity coinciding with flux emergence between 6 July and 12 July, and then continued to
exist in a nearly flareless state for several solar rotations until November 1996. Energy balance of the
non-flaring active region is basically consistent with a model of an arcade of coronal loops having
an average loop-top temperature of 4 × 106 K. Energy from flare activity during a period of flux
emergence is comparable to the energy requirements of the non-flaring active region. However, the
non-flaring energy is roughly constant for the subsequent solar rotations following the birth of the
active region even after the flare activity essentially subsided. Energy partition between flare activity
and steady active-region heating thus varies significantly over the lifetime of the active region, and
active-region emission cannot always be identified with flaring.

1. Introduction

The solar active region NOAA 7978 was conspicuously active on the solar disk in
July 1996. It developed out of an activity complex visible since May 1996, showed
a rapid growth on 6 July, and produced a GOES X-class flare on July 9 – the first
since 1992 – a few M-class flares, and many C-class flares, all over a period of only
three days. According to Zirin (1996), the region erupted as a dynamic emerging
flux region (EFR) on 6 July. Additional loops emerged over the next few days and
a delta spot had formed on 8 July. The region subsequently produced an M1.4 flare
and an X2.6 flare on 9 July (Dryer et al., 1998). Activity began to decrease after
these events with no more M-class flares following an M1 flare on 10 July. Two
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umbrae in the delta spot disappeared, leaving a normal bipolar region behind. The
region itself however continued to persist in a quiet state for several solar rotations.

Thus the region progressed from a quiescent complex of activity, experienced
a phase of greatly enhanced activity in conjunction with the presence of an EFR,
and then entered an extended quiescent phase. Our objective in this paper is to
examine the energy output of this region due to flaring activity during its active
phase, and compare it with the energy output by the region during both the times
inbetween flares in the active EFR period and the quiescent times preceding and
following the active period. We can use our results to test the validity of identi-
fying active-region emission with flare-like activity. This theoretically attractive
‘nanoflare’ hypothesis (Parker, 1989; Sturrock et al., 1990) has been challenged by
observations. Statistical studies of flares and microflares (Dennis, 1985; Hudson,
1991; Shimizu, 1995) found that input energy into flares was about an order of
magnitude less than energy required to maintain a non-flaring active region, and
Hudson (1991) pointed out that the distribution of flare energies implies energetic
domination by large events, not small ones.

The sulphur channel of Yohkoh Bragg Crystal Spectrometer (BCS) has proved
capable of observing single active regions on the solar disk during non-flaring
phases (Watanabe et al., 1995; Sterling 1997a, b; Sterling, Hudson, and Watan-
abe, 1997). The BCS has no spatial resolution, but during solar minimum a single
active region can dominate the signal. The emissivity contribution curve of the
resonance line of helium-like sulphur (S XV) is suitable for sensing high tempera-
ture components in active regions. The line-ratios of the resonance line, line w in
the notation of Gabriel (1972), to the dielectronic satellites (q, j , and k) determine
electron temperatures of 2.5–18×106 K, above which the blend with the forbidden
line (z) impedes the temperature diagnostic capability of the sulphur lines in this
wavelength range (Harra-Murnion, Akita, and Watanabe, 1996; Yuda et al., 1997).

This paper describes the energetics of the active region NOAA 7978 and its
successor on the subsequent rotation (NOAA 7981), as deduced from the helium-
like sulphur observations of the Yohkoh BCS, and compares these results with
observations from the Coronal Diagnostic Spectrometer (CDS) on board the Solar
and Heliospheric Observatory (SOHO).

2. S xv Observation

The active region NOAA 7978 was the only conspicuous active region on the solar
disk during the second week of July 1996. Following the emerging flux activity on
6 July, the soft X-ray intensity measured in the 1–8 Å channel of the GOES satellite
increased from below A to middle B class, more than 1.5 orders of magnitude, in
two days (see Figure 1).

The earliest available data in the Yohkoh BCS sulphur channel were those
obtained after 18:00 UT on 7 July. Before this time, spectroscopic signals in the
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Figure 1. GOES-9 intensity plot for the first and second rotations of the active region
NOAA 7978/7981.

channel were weak and lost in the background (Sterling, Hudson, and Watanabe,
1997). We applied standard BCS analysis techniques with a single-component syn-
thetic spectral fit to the available data through the end of 12 July, using a fixed
integration time interval of 240 s. These 4-min integrations generally resulted in
total counts � 10 000, ensuring reasonable spectral fits (Sterling, 1997a). Fig-
ure 2(a) shows the electron temperatures and emission measures obtained based
on this analysis. Fragmentary data intervals of less than 4 min due to gaps in the
observations are not used in the analysis.

In order to derive electron temperatures and emission measures averaged over
the entire active region in the absence of discrete flaring activity, we extracted
data points around the local minima of S XV and GOES 1–8 Å flux light curves
in Figure 2(b). Corresponding to the rapid growth of the active region during the
time of magnetic flux emergence, the average sulphur temperature increased from
4×106 K at around 18:00 UT on 7 July to 5.5×106 K at around 12:00 UT on 8 July
(cf., Figure 2(b)). The same trend is seen in emission measure; it increased from
3 × 1047 cm−3 to 5 × 1047 cm−3 during the same period. The average temperatures
and emission measures subsequently decreased to 3.8 × 106 K and 4 × 1047 cm−3,
respectively, by the end of 12 July.
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BCS Channel 4: S XV
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Figure 2a

Figure 2. (a) Single temperature and emission measure analysis of BCS S XV channel for the data
obtained during 7–12 July 1996. (b) The same figure for the local minima of GOES and S XV line
intensities during the same period.
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BCS Channel 4: S XV
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Figure 2b.
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After 12 July, flaring activity in this active region died away, with only one C-
class flare on the 14th before the region rotated past the west limb on 15 July. The
region reappeared on the earthward hemisphere on 26 July with new designation
NOAA 7981; at that time its non-flaring level of soft X-rays remained nearly the
same as when it had disappeared over the west limb a fortnight earlier. Moreover,
flaring activity remained low, at a rate of several B-class flares per day.

The same analysis was applied to the data of 1 August as shown in Figure 3(a).
From this dataset, we select out the data when the region NOAA 7981 is quietest
by excluding the flaring enhancements. This limited dataset and the corresponding
data analysis results are shown in Figure 3(b). From the non-flaring data of Fig-
ure 3(b), we find electron temperatures and emission measure of (3.9 ± 0.3)×106 K
and (6 ± 1) × 1047 cm−3, respectively, averaged over the whole day.

3. Radiative Energy Balance

In this section, we estimate the active region’s thermal energy based on radiative
loss considerations. We will make this estimate separately for the flaring compo-
nent and the non-flaring components of the active region. The implication of the
relationship to the total energy of the active region and the estimation of conductive
fluxes obtained from CDS observations are discussed in the following section.

We first consider the thermal energy in the flares, using the events logged in
the GOES event list. These events are given in Table I, as reported in Solar Geo-
physical Data (SGD) for the GOES-7 spacecraft. It is not possible to measure the
temperatures and emission measures for all of these events, since Yohkoh could
not observe many of them due to spacecraft night and other data gaps. Instead,
we estimate the temperatures and emission measures of the listed flares from the
GOES-class levels by using plots of temperature and emission measure vs. GOES-
class determined by Yuda et al. (1997). Background levels are determined by visual
inspection in applying the Yuda et al. fits. Table I gives the resulting temperatures
(Te) and emission measures (EM) determined in this fashion. The BCS S XV chan-
nel saturates at higher flux levels, and so the Yuda et al. results are based on flares
in the GOES-class A – C range. We have extrapolated their results to flares of M-
and X-class in Table I.

The thermal energy, Eth(= 3kT neV , where k is Boltzmann constant), can be
estimated from our derived T and EM, where EM = n2

eV , via

Eth = P(T ) × EM × t and ne = (3kT × EM)/Eth , (1)

where the radiative loss power P(T ) = χT −1/2 (erg cm3 s−1) with χ ∼ 10−18.81

for Te � 10−5.5 K (Raymond and Smith, 1977), and t is the flare duration listed in
SGD.

Our results are given in Table I. Here, the decay times of flares are simply
assumed to represent radiative time scales with no post-flare heating. Nonetheless,
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Figure 3a

Figure 3. (a) Single temperature and emission measure analysis of BCS S XV channel during 1 Au-
gust 1996. (b) The same figure for the local minima of GOES S XV line intensities during the same
period.
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BCS Channel 4: S XV
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Figure 4. Energy balance of AR NOAA 7978. Dark bars and gray bars indicate daily energy
expenditure in flares and background AR corona, respectively.

our estimated electron densities fall in the range 1010−11 cm−3, which covers values
often derived from more detailed analyses of individual flares. We therefore have
confidence that our approximate approach is adequate.

We take the flare thermal energy as a measure of thermal energy input into the
active region. The listed events are the flares greater than B1, but recent frequency
analyses of flare occurrence (Dennis, 1985; Shimizu, 1995) show that if the dis-
tribution continues down to microflares, the integrated total energy from flares is
still largely determined by the bigger flares, as the negative power index of the
distribution as a function of energy is 1.5–1.6 (Hudson, 1991).

We next determine the energy needed to maintain the ‘background’ active re-
gion, that is, the energy liberated by radiation from the non-flaring active region
over one day. We derived this using Equation (1), where the input T and EM are
from the S XV results shown in Figure 2(b).

For the first five days following the rapid growth of the active region, we find the
flare energy to be comparable to or in excess of the energy required to maintain the
background active region. The comparison in Figure 4 might be taken to imply that
the energy in flare activity is comparable to the heating of an active region during
such a period. However, there is no one-to-one correspondence between changes in
temperature and emission measure of the active region with flare activity; further-
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more, during the second rotation of the active region, no flares above C1 occurred,
even though the thermal yield of the background active region was comparable to
that found during the first rotation.

These facts suggest that the the non-flaring active region plasmas detected in
S XV originate from a different heating mechanism from that for the flaring plas-
mas. This is consistent with previous studies indicating that active-region coronae
consist of two components, viz., a hotter, transient component and a cooler, more
steady component (Watanabe et al., 1995; Yoshida and Tsuneta, 1996; Sterling,
Hudson, and Watanabe, 1997). For example, using images from the Yohkoh Soft
X-Ray Telescope (SXT), Yoshida and Tsuneta (1996) found that plasmas hav-
ing above 5 MK originate from transient events and show temporal variations,
while the lower-temperature (3–5 MK) plasmas show more stationary nature. Both
components are also discernible in BCS (Sterling, Hudson, and Watanabe, 1997).

It is interesting to note that flares were observed during the first three rotations,
while CME events from this active region occurred from its emergence throughout
its decay (van Driel-Gesztelyi et al., 1999).

4. CDS Observation and Conductive Loss

The discussion so far has been based on the radiative properties of high-temperature
coronal plasmas. Thus the above results assume that radiation is the major energy-
loss term for coronal loops. If this were not the case, our conclusions would have to
be modified. The other important mechanism which prevails in high-temperature
plasmas is conductive loss to the lower atmosphere. The expansion of coronal loops
may also consume a fraction of the active region energy, but we assume this to be
substantially less than the radiative loss (Uchida et al., 1992). Thus in this section
we will investigate the contribution of conduction to the active region’s energy
budget.

Estimation of conductive loss introduces ambiguity in the analysis, because the
detailed structure of the coronal loops is unknown. An apparently single loop may
consist of a bundle of loops. The filling factors of active-region coronal loops have
been discussed by several authors (e.g., Wolfson et al., 1983; Dere, Bartoe, and
Brueckner, 1984; Takahashi, 2000). Semi-empirically deduced conductive decay
time scales in flares are usually shorter than radiative decay time scales (Moore
et al., 1980), but observed flares generally decay more slowly than indicated by the
conductive time scale, and this may suggest that post-flare heating is taking place.
The work of Takahashi (2000) provides an alternative resolution to the discrepancy
between observations and the calculated rates. He found an apparent pressure im-
balance between the footpoints and the loop tops of 59 impulsive flares observed
by Yohkoh SXT. This non-physical pressure imbalance can be made to disappear,
if an appropriate filling factor in the loop cross section is assumed. It turns out
that the necessary filling factor increases the calculated conduction cooling time
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TABLE II

Emission measures observed in CDS and Yohkoh

Ion Ti (MK) � log Ti log EM10 log A10 log EM27 log A27

O III 0.10 0.4 45.78 18.45 45.42 18.30

O V 0.22 0.3 46.61 19.67 46.02 18.19

Mg IX 0.89 0.2 47.59 18.97 47.40 18.69

Si XII 1.78 0.3 47.43 18.68 47.57 18.74

Fe XIV 1.78 0.2 47.94 18.84 47.98 18.76

Fe XVI 2.24 0.3 48.45 18.90 48.29 18.67

S XV 3.8–4.0 – 47.5 – 47.8 –

10 = 10 July, 27 = 27 July, A is the active-region area in cm2.

so that it is comparable to the radiative cooling time. An attempt to differentiate
between possible postflare heating and a filling factor less than unity is beyond the
scope of the present discussion; we will proceed assuming that the postflare heating
contribution to the energy balance is not important.

We have used CDS observations on 10 and 27 July 1996 (see Figures 5(a) and
5(b)) to estimate the global properties of conductive flux from the active-region
(NOAA 7978/7981) corona down to the transition region and chromosphere. The
details of the instrument have been given elsewhere (Harrison et al., 1996). The
pixel size corresponds to 2.03 arc sec × 1.63 arc sec, and the total intensities of
the emission lines given in Table II are obtained by summing flux inside the half-
peak-intensity contours. Volume emission measures were derived with help of the
ADAS code (Summers, 1994). No systematic changes in intensity were recognized
between these dates, except in the O V line. We attribute this to variability in the
transition region (Harrison et al., 1997; Brekke, Kjeldseth-Moe, and Harrison,
1997). It has been known since Skylab that in active regions the cool transition-
region loops have a shorter lifetime than the hot coronal loops (Sheeley, 1980).
The cool loops were found to lie at the same altitudes as the hot loops and this has
been confirmed by SOHO observations (e.g., Matthews and Harra-Murnion, 1997).
The hot and cool loops have very different characteristics. The cool loops are
much more dynamic than the coronal loops (Harra-Murnion, Aktia, and Watanabe,
1999; Kjeldseth-Moe and Brekke, 1998). Using correlation techniques and Fourier
methods, Matthews, Klimchuk, and Harra (2000) have shown that the transition
region is made up of the traditional footpoints of hot loops as well as the dynamic
high-lying loops as described above and seen clearly in Figure 5(b).

Thus, we can use these values to estimate the total conductive flux, if these lines
are assumed to be produced via conductive flux from the corona. In the simple case,
where this flux and pressure are assumed constant, from Dupree (1972), Withbroe
and Gurman (1973), Mariska (1992),
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Figure 5. CDS images of AR NOAA 7978 on (a) 10 and (b) 27 July: observed areas are 122 arc sec
× 119 arc sec in (a), and 244 arc sec × 240 arc sec in (b).



86 T. WATANABE ET AL.

∫

R

n2
edh = P 2

4k2T 2

dh

d log T
� log T , (2)

and using

Fc/A = κT 5/2 dT

dh
, (3)

we can derive

Fc/p
2 = (A2

i /EMi) (κ/4k2) T
3/2
i � log Ti , (4)

where Fc is the total conductive flux from the active region corona, p is the pres-
sure, Ai and EMi are active region area and EM observed in line i, and Ti and
� log Ti are line-formation temperature and the width of its contribution curve,
respectively. κ is the coefficient of thermal conductivity (Spitzer, 1962). In the case
of active region NOAA 7978/7981, we find (Figure 6)

Fc/p
2 ≈ 1024.41 , (5)

(in c.g.s. units) where we have estimated A, T , and EM using least-squares fits to
six lines covering the temperature range 0.1–2.2 ×106 K.

5. Energetics

We can now proceed to estimate the radiative and conductive contributions to the
energy balance of the active region during the non-flaring times. We will do this by
first assuming that the active region is composed of a set of coronal loops, where
on average the loop-top temperature of these loops is the value derived from S XV.
There were no drastic changes in line emission intensity and derived quantities seen
on 10, 12, and 27 July and 1 August, so we use the average values for temperatures
and emission measures from the S XV observations from these dates:

Tm ≈ 106.58 K and EM ≈ 1047.65 cm−3 , (6)

where Tm is the loop-top temperature. This implies

Frad = EM × P(T ) ≈ 1025.49 erg sec−1 , (7)

where we have used the same form of P(T ) used in Equation (1).
We can obtain the total conductive flux of the active region with the observed

active-region area A used in Equation (4),

A = 1018.96 cm2 , (8)

which is the area observed in the CDS lines listed in Table II. No systematic
changes of emitting area are found among the CDS lines observed at different
line-of-sight angles (Figure 5). Assuming V ∼ A3/2 and the filling factor of unity,
the pressure p and total conductive flux are estimated to
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Figure 6. Emission measure plotted against line-formation temperature. Dashed line in the lower
panel shows the estimate of conductive flux, Fc/p

2.

p ≈ 100.71 dyn cm−2 and Fc ≈ 1025.83 erg sec−1 . (9)

The total radiative loss of the entire active region estimated from S XV emitting
plasmas is roughly equal to the total conductive loss downward to the transition-
region and chromosphere.

We have now determined the pressure and total heat input of an average loop in
the active region,

neT ≈ 1016.27 K cm−3 and ftot ≈ 107.14 ≈ 1.38 × 107 erg cm−2 sec−1 , (10)

where ftot = (Frad + Fc)/A.
In summary, estimates of radiative and conductive losses based on the observed

sizes of the active region suggest that the radiative process is one of the major
energy transfer processes in the active regions. Therefore, the energetics arguments
presented in Section 3, based on the radiative losses alone, should be correct as
an order-of-magnitude estimate. This is consistent with the idea that conductive
losses will drive evaporation, increasing the loop density to a point of approximate
equality of the loss terms (Cargill, Mariska, and Antiochos, 1995).

We can calculate the energy input, Frad (∼ Ftot), over a full day due to both the
flares of the active region and for the non-flaring component of the active region,
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TABLE III

S XV energetics of active regions

Name T a
e EMa PradτEMb,c EFL/τ c,d

NOAA 7260 5.7 × 106 3 × 1048 1.8 × 1031 1.5 × 1031

NOAA 7978 4 × 106 4 × 1047 2 × 1030 1.5 × 1030

NOAA 7981 4 × 106 4 × 1047 2 × 1030 5 × 1028

NOAA 7953 5 × 106 1 × 1047 5 × 1029 3 × 1029

aNon-flaring AR values. Values for ARs 7260, 7978, and 7953 are back-
ground values (i.e., in-between-flare values) during times when flare
activity was high. AR 7981 values are from when flare activity was very
low.
bEnergy expenditure in flares (averaged over one day).
cτ = 86 400 s.
dEnergy expenditure in background AR corona (averaged over one day).

that is, the energy flux needed to maintain temperature and emission measure of
the non-flaring active region, as we did in obtaining Figure 4. These daily rate
estimates are shown in Table III. The second row of Table III is for the active
region NOAA 7978 in this paper: For the period of intense flare activity and flux
emergence, the energy required per day to maintain the entire active region (the
third column of Table III) is comparable to the energy of the active region’s flare
activity (the fourth column of the table, which gives the daily flare thermal energy
estimated from the radiative losses).

The same comparison can be applied to the other two active regions analyzed
by Shimizu (1995) and Sterling (1997a). Shimizu (1995) made a statistical analysis
of microflares occurring in active region NOAA 7260 and compared their input en-
ergies with the total energies of the active regions. He estimated the total radiative
loss of the active region in non-flaring state to be 2.1 × 1026 erg sec−1, and he esti-
mated radiative energy due to microflares in soft X-rays to be 1.8×1026 erg sec−1;
thus the values for the radiative energy were comparable in both cases. Shimizu
(1995), however, compared this radiative energy input from microflares rather to
conductive loss estimated from a rough dimension analysis and concluded that mi-
croflare energy input was incompatible for the entire active region heating. Sterling
(1997) used the BCS S XV channel for a diagnostic analysis of an active region
NOAA 7953, which was the only conspicuous active region on the solar disk
in March 1996. Early in the observation period, the GOES light curve showed
microflare activity, which subsequently substantially decreased, even though the
region continued to live for several days. We estimated the energy of microflare ac-
tivity for that region in the same way as we did for NOAA 7978/7981 in Section 3,
using the GOES event list of flares. Information on S XV temperatures and emission
measures of the active region was obtained from Figure 4 of Sterling (1997).
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Table III summarizes our findings regarding energetics for NOAA ARs 7978/
7981, 7260, and 7953. For AR 7978/7981, we have results for the flares and the
background active-region corona both during times of high flaring and times of low
flaring. For the other two regions we have results for the flares and the background
active region during times of high flaring only. During times of high flaring the
flare thermal energy is comparable to the thermal energy required to power the
region in the absence of flares in all three regions. For region 7978/7981, however,
during times of low flaring the thermal energy of the background corona is about
the same as it had been when the flaring was intense, but the flare thermal energy
is substantially reduced. This strongly suggests that the heating of the background
active region is independent of the heating in the flares; it follows that the flares are
not responsible for the heating of the background corona.

Further evidence that flare heating is independent of heating in the background
corona comes from studies of preflare structures. Indeed most flares do not occur
in previously illuminated flux tubes (Fárník, Hudson, and Watanabe, 1996), so that
the two kinds of coronal heating involve distinctly different structures. And, as
mentioned in the introduction, the heating of active regions also cannot be simply
explained by the microflare hypothesis by extension of the occurrence frequency
distribution of microflares down to the ‘nanoflare’ energy regime (Hudson, 1991;
Shimizu, 1995).

Some evidence to the contrary, however, was presented by Shimizu and Tsuneta
(1997), who found an intensity correlation between the magnitudes of the time vari-
ability and the intensities of the persistent corona. Yasuno et al. (2000) also made
a statistical analysis of preflare-loop thermal characteristics, and found that the
higher the temperatures of apparently steady-state preflare loops in active regions,
the larger the flares they produce. These correlations all suggest that apparently
stationary heating is closely related to transient heating in active regions, in con-
flict with results suggesting two completely independent heating mechanisms. Our
findings in the present work are consistent with the flare and the stationary heating
in active regions arising from different mechanisms, admitting that the flare thermal
energy is of comparable order to the active region thermal energy during times of
high-activity.

6. Conclusions

Comparing S XV observations by Yohkoh and lower-coronal and transition-region
lines by CDS, we find that an average loop in active region NOAA 7978 has a
loop-top temperature close to 4 × 106 K observed in S XV lines. We have deduced
that the conductive loss downward to the chromosphere is nearly equal to radiative
loss estimated at the loop-top. The pressure and the total heat input of the aver-
age loop in this active region are estimated to be neT ≈ 2 × 1016 K cm−3 and
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ftot ≈ 107 erg cm−2 sec−1, respectively. In contrast, a purely morphological analy-
ses can overestimate the conductive fluxes (Shimizu, 1995).

Over the few days during which flux emerged in the region, energy associated
with flares was comparable to the energy required to power the active region out-
side of flaring. Except for this correlation, however, there is no evidence for a causal
connection between the flare energy release and the heating of the remainder of the
active region, or between the flare energy released and the heating of the region
outside of flaring times. The clearest evidence of this is that the steady heating of
the background (i.e., non-flaring) active region both preceded and continued for
many days after the period of the flare heating. For example, the non-flaring active
region maintained approximately the same temperature and emission measure as it
did during the non-flaring periods over the first two rotations, despite there being
many flares during the first rotation but no flares bigger than C1 during the second
rotation. This finding strongly argues against flare activity being the source of
heating of the background active-region during the first two (and presumably sub-
sequent) rotations. Therefore, if correct, the nanoflare hypothesis that tiny flare-like
activity heats the entire solar corona would require that characteristics (occurrence
frequency, energy distribution, etc.) of nanoflares be independent of the charac-
teristics of larger discrete flares. For such larger flares, these characteristics seem
rather universal over more than five orders of magnitude in flare size (Yuda et al.,
1997).

It is interesting to note that flares were observed only during the first three
rotations of AR 7978 and its successors, while CME events from this region oc-
curred from its emergence throughout its decay (van Driel-Gesztelyi et al., 1999)
in November 1996. This is also consistent with flares having a heating mechanism
independent of that driving other processes in the region.

Our quantitative analysis of active region energetics via the S XV diagnostics
confirms the need for both a steady heating mechanism and an independent mech-
anism for heating flares. This result confirms an obvious inference from X-ray
light curves; sometimes the solar emission level recorded by GOES is dominated
by flares, and sometimes not. For a given active region, we find that the flaring
and the non-flaring components of the active region are energetically comparable
during the growth phase, but differ by an order of magnitude in the decay phase.
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