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Martian dust devil electron avalanche process and associated
electrochemistry
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[1] Mars’ dynamic atmosphere displays localized dust devils and larger, global dust
storms. Based on terrestrial analog studies, electrostatic modeling, and laboratory work,
these features will contain large electrostatic fields formed via triboelectric processes.
In the low‐pressure Martian atmosphere, these fields may create an electron avalanche and
collisional plasma due to an increase in electron density driven by the internal electrical
forces. To test the hypothesis that an electron avalanche is sustained under these
conditions, a self‐consistent atmospheric process model is created including electron
impact ionization sources and electron losses via dust absorption, electron dissociation
attachment, and electron/ion recombination. This new model is called the Dust Devil
Electron Avalanche Model (DDEAM). This model solves simultaneously nine continuity
equations describing the evolution of the primary gaseous chemical species involved in the
electrochemistry. DDEAM monitors the evolution of the electrons and primary gas
constituents, including electron/water interactions. We especially focus on electron
dynamics and follow the electrons as they evolve in the E field driven collisional gas.
When sources and losses are self‐consistently included in the electron continuity equation,
the electron density grows exponentially with increasing electric field, reaching an
equilibrium that forms a sustained time‐stable collisional plasma. However, the character
of this plasma differs depending upon the assumed growth rate saturation process
(chemical saturation versus space charge). DDEAM also shows the possibility of the
loss of atmospheric methane as a function of electric field due to electron dissociative
attachment of the hydrocarbon. The methane destruction rates are presented and can
be included in other larger atmospheric models.

Citation: Jackson, T. L., W. M. Farrell, G. T. Delory, and J. Nithianandam (2010), Martian dust devil electron avalanche
process and associated electrochemistry, J. Geophys. Res., 115, E05006, doi:10.1029/2009JE003396.

1. Introduction

[2] Previous studies show that terrestrial dust devils can
generate large coherent electrostatic fields through tribo-
electric interactions involving grains of dust and sand
[Freier, 1960; Crozier, 1964]. It has been predicted through
theoretical models that Martian dust devils may have large
electrostatic fields, with their magnitudes approaching atmo-
spheric breakdown levels of ∼25 kV/m [Melnik and Parrot,
1998; Farrell et al., 2003, 2006b; Zhai et al., 2006]. These
dust devil electric fields are formed through contact elec-
trification, where larger sand and smaller dust grains collide
with each other and the surface, generating and transferring

electrical charge through friction [Ette, 1971; Melnik and
Parrot, 1998; Desch and Cuzzi, 2000; Farrell et al., 2003].
This process leaves smaller dust particles with a net negative
charge and larger sandy grains and the surface with a net
positive charge [Ette, 1971; Jackson and Farrell, 2006; Kok
and Renno, 2008; Forward et al., 2009].
[3] Vertical winds in the storm then mass stratify (and

charge stratify) the grain distribution as a function of height,
creating a downward directed electric dipole moment and a
large‐scale dipole electric field in the atmosphere [Crozier,
1964; Farrell et al., 2004]. Under the influence of these
large‐scale driving electric fields, low‐pressure Martian CO2

gas can be a source of electrons through an impact ioniza-
tion process which may become sufficient to create an elec-
tron avalanche and sustain a collisional plasma within the
active dust column. Figure 1 is a composite image showing
the electric field, positive and negative charge separation,
and electrons interacting with the CO2 gas. The prospect of
such activity was originally described by Mills [1977] and
expanded by Delory et al. [2006] and Atreya et al. [2006].
We now present a modeling advancement that couples
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continuity equations for electrons and applicable chemical
species and includes electron loss processes such as electron/
ion recombination and electron/dust absorption.
[4] Models of Martian dust storms predict that they form

well‐defined charge centers: negative charge (−) at the top
and positive charge (+) at the bottom. Electrostatic fields
consistent with this picture have been measured in terrestrial
dust devils [Crozier, 1964; Farrell et al., 2003; Jackson
and Farrell, 2006] and it is expected that Martian dust
devils and convective storms will also develop large‐scale E
fields. In the low‐pressure Martian atmosphere, these elec-
tric forces can then accelerate ambient electrons in the
Martian atmosphere and these electrons will then collide
with the atmospheric gas molecules to create new chemistry
[Delory et al., 2006]. An electron can collisionally ionize a
CO2 molecule if it has an energy exceeding 14 eV. This

ionization process releases additional electrons that also get
accelerated to thereafter ionize other molecules. In essence,
the E field starts a chain reaction or an electron “avalanche”
that creates a nonthermal electron population [Delory et al.,
2006].
[5] Examples based on laboratory results further confirm

this picture of a dusty electrical Martian gas. Eden and
Vonnegut [1973] stirred dust and sand in a CO2 gas under
Martian‐like pressure and indeed found that the gas devel-
oped both a diffuse glow and created filamentary discharges
to the wall of the container. The glow discharge suggests
that an electron population is present with energies close to
10 eV, the excitation energy of CO2.Mills [1977] performed
a similar test and also detected a glow discharge in the dusty
CO2 low‐pressure gas. The creation of a collisional plasma
so impressed Mills that he suggested that the electron

Figure 1. A dust devil with the downward facing electric field. Negative charge is at the top of the
structure, and positive charge is on the bottom and at the surface. Electrons within the dust devil collide
with ambient CO2 and dissociate the molecules creating more electrons and O−.
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chemistry associated with the process might “scavenge” the
surface of organics. The Delory et al. [2006] and Atreya et
al. [2006] papers further quantify this process.
[6] There are three primary reactions that affect the elec-

tron avalanche process in the Martian atmosphere. The first
process is an electron source in the gas called electron
impact ionization (EII): For every one electron with an
energy u > 14 eV incident with a neutral CO2, two electrons
are produced with the ion (e + CO2 = 2e + CO2

+). These two
new electric field driven electrons then collide with two
other neutrals, resulting in four electrons, etc. In this way,
an electron avalanche is created. The second process, creat-
ing a loss of electrons, is electron/CO2 dissociative attach-
ment (ED of CO2), where the electron of specific energy
interacts with the CO2 molecule and divides the molecule,
creating CO and O−. The reaction (e + CO2 = CO + O−)
occurs in a relatively narrow energy band near 4.4 eV.
The third process, also an electron loss process, is called
electron/CO2

+ recombination (ER). The electron incident
with the CO2

+ ion recombines to create a neutral CO2 mol-
ecule (e + CO2

+ = CO2). If the electron avalanche process
becomes large, it can offset the losses and create a large
electron concentration. We demonstrate that in fact the
avalanche process can stabilize into a sustained collisional
plasma within the dust devil.
[7] A complementary set of papers by Delory et al.

[2006] and Atreya et al. [2006] examined the behavior of
ambient electrons in the Martian atmosphere under the
influence of large E fields (like that in dust devils/storms/
fronts). It was found that the electrons evolve in three ways:
First, a distinct high‐energy electron tail develops in the
electron energy distribution, with its power law roll‐off in
the tens of eVs decreasing directly with increasing E
[Nighan, 1970; Delory et al., 2006]. Second, due to this
energetic electron tail, the electron density increases geo-
metrically with increasing driving E field, due to the
increasing number of CO2 impact ionizations from the
presence of the greater number of electrons with u > 14 eV.
Finally, the electron drift velocity steadily increases with E
reaching ∼2 × 105 m/s above 10 kV/m.
[8] Delory et al. [2006] solved the Boltzmann equation

using the Pitchford et al. [1981] solution for the electron
energy distribution functions as a function of E in the CO2

gas. Using these distributions, Townsend’s first coefficient
was derived. Townsend’s first coefficient defines the elec-
tron growth through impact ionization as a function of
driving E field in the CO2 gas. The electron density in a
lossless medium varies as eaz where a is Townsend’s first
coefficient. The inverse of a describes the mean free path
length between electron impact ionizations. If the length of
the coherent E field stressing the gas is L, then a geometric
increase in electron density can occur for a � 1/L. For low
E field values below 10 kV/m, the electron growth length
(1/a) is very large and exceeds the size of a typical dust
devil. However, for large E field values above 15 kV/m,
electron impact ionization can create a second ionized
electron in a spatial scale of less than a meter creating
substantial growth. Delory et al. [2006] also found that this
energetic electron population (possessing a discernable tail
in its energy distribution) could easily modify CO2 into
CO and O− through electron dissociation attachment near

4.4 eV [Itikawa, 2002] and could also divide water into
OH and H− also via electron dissociative attachment near
6.5 eV. In essence, Delory et al. created an analytical model
of the “scavenging electron gas” (envisioned by Mills
[1977]) that could put quantifiable values on the electron
density, electron velocity, and subsequent new chemical
products CO, OH, O− and H−. These E field enhanced
species then were used as inputs into a larger atmospheric
chemistry model [Atreya et al., 2006] which found that the
mixing Os and Hs create HO2 and thus enhanced concen-
tration of H2O2 at levels 20–200 times greater than that of
simple photochemistry processes alone.
[9] The Delory/Atreya pathfinding model suggested that

there are new active electrochemical pathways on Mars,
especially during extreme storm conditions, that were not
been previously appreciated. Farrell et al. [2006b] dem-
onstrated that the dust storm energetic electron population
>10 eV can in fact destroy methane through electron dis-
sociative attachment processes. These findings suggest that
dust electrochemistry is a sink of this important molecular
biosignature.
[10] In the study herein, the primary objective is to

expand the original model created by Delory et al. [2006]
by including not only electron impact ionization sources
but also a set of electron loss processes such as dust
absorption, electron recombination and electron dissociative
attachment. These dust storm electron losses have not been
included in previous models and should greatly enhance the
findings of Delory et al. [2006] in describing the electron
avalanche process. The only other work that has included
loss processes is that of Kok and Renno [2009] which
compliments this work. In their case, they considered tri-
bocharging and associated plasma chemistry of large
grains (∼100 microns) in the spatially limited saltation
region. The study presented here considers the spatially
larger region where dust devil electric fields exist. Included
herein is also the consideration of saturation mechanisms
that ultimately limit the electron avalanche.

2. Approach

[11] The first step defining the electron avalanche pro-
cess is to obtain the electron energy distribution in the CO2

gas under the influence of the driving electrostatic field.
This can be modeled with the Boltzmann equation @f

@t +

v · rf + F
m

@f
@v =

@f
@t

� �
c
[Chen, 1984], where f is the velocity

distribution, v is the velocity vector, F = qE is the force

acting on the particles, m is particle mass and @f
@t

� �
c

represents effects due to electron/molecule collisions. The
collision term on the right‐hand side of the equation is
unique to each gas species, and for CO2 is illustrated by
Itikawa [2002, Figure 20]. At low energies below ∼1 eV,
elastic collisions (momentum transfer) between the electron
and individual C and O nuclei define the cross section. At
higher energies above 14 eV, inelastic collisions created by
(e, CO2) ionizations define the electron/molecule interac-
tions and hence define the cross section values. Near 4 eV,
the cross section is dominated by a set of CO2 vibration
modes that can be excited via inelastic electron collisions.
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In general inelastic collisions have a noticeable effect on
any electron energy distribution, tending to reinject an
originally high‐energy electron (located in the tail of the
distribution) back into the low‐energy core or “swarm.” As
such, inelastic collisions tend to make the electron distri-
bution deviate from a simple Maxwellian distribution.
[12] The electron energy distribution, f (u, E) was cal-

culated previously using numerical methods by Nighan
[1970] and Delory et al. [2006] for a low‐pressure CO2

atmosphere (the variable u is energy in eVs). Because the
inelastic collision occurs at energies that are distributed
between 1 and 14 eV, the electron energy distribution does
approximately fit a straight line on a ln(f) versus u plot
(i.e., appears similar to a Maxwellian distribution), with
some relatively minor deviations near 3–4 eV where
inelastic collisions excite vibration modes. Consequently,
most of the distribution can be fit with the following simple

expression f (u, E) = fo(uo)e
�2:3B u�uoð Þ=E where fo = 0.1 eV

�3=2 ,

B = 3880 V/meV, and uo is 3 eV, an expression that
holds for electron energies >0.2 eV and for E field values
>5 kV/m [Jackson, 2008; Jackson et al., 2008].
[13] Using the analytical f (u, E), the objective is to derive

an analytical expression for Townsend’s first coefficient for
ionization (a =

nCO2 ki
vD

) which is a function of the chemical
rate of impact ionization ki, and drift velocity vD. The
electron drift velocity (vD) and the chemical rate of impact
ionization (ki) are themselves a function of the electron
energy distribution, f (u, E), and hence using the simplified
form of the distribution it is easy to derive an analytical
form. This derivation was presented previously by Jackson
et al. [2008] and outlined in Appendix A. Using ki and vD,
Townsend’s first coefficient is found to be [Jackson, 2008;
Jackson et al., 2008] a(E) = −nCO2

2�el
C
B e

�2:3BEui where the
ionization energy ui = 14.5 eV, C = −1.3 × 10−20 m2, sel =
0.84 × 10−19 m2 and nCO2 ffi 2 × 1023 m−3 (see Appendix A).
This analytical version scales with that of Delory et al.
[2006].
[14] Previously, Jackson [2008] and Jackson et al. [2008]

found a critical E field for the triggering of the electron
avalanche by setting the electron source term (a) equal to a
dust loss term h formulated therein (and described further
below). In order to create the electron avalanche, a critical
electric field has to be exceeded, thereby making the elec-
tron sources greater than the electron losses. If dust storm
charge centers create an electric field below the Ecritical

value (dnedt < 0), the rate at which the electron density
changes with respect to time is less than or equal to zero,
and the dust in the devil/storm is absorbing the electrons
faster than impact ionization creation. However, if the
critical electric field is exceeded, then the electron density
growth rate is greater than zero (dnedt > 0) and the electron
avalanche commences.
[15] In this work, we continue to expand our under-

standing of the processes that control the electron avalanche
process in a dusty low‐pressure CO2 gas. We now analyze
the electron continuity equation applying an impact ioniza-
tion source term (i.e., applying the new simplified from of
Townsend’s first coefficient) but also including a number of
loss terms, including dust absorption of electrons, electron
recombination with resident CO2 ions, and electron disso-
ciative attachment with neutral CO2. We find that the

determination of evolution of electron density with time is
highly dependent upon the concentration of carbon dioxide
molecules and ions present at any given time, requiring a set
of coupled equations that are solved simultaneously. This
approach to derive the electron evolution is the essence of
the present work.

3. Dust Devil Electron Avalanche Model

[16] A few assumptions were made in developing the
DDEAM model. This zero‐dimensional model of the tem-
poral evolution of a fluid element in a dust devil/storm
solves for the concentration of electrons as well as other
relevant chemical species and products for two separate
cases: the first case limiting concentrations via intrinsic
chemistry, and the second via polarization currents in the
plasma. The evolution of these concentrations is followed
under a driving E field assumed to form independently via
dust storm charge centers.
[17] In its simplest form, electrons and CO2 interact through

impact ionization, electron recombination, and electron
dissociative attachment, described by reactions (1), (2), and
(3) below. In this work we also consider the dissociative
attachment of water (e, H2O) that makes new species OH,
and H−, described by chemical equation (4).

eþ CO2 ! 2eþ COþ
2 u � 14:5 eV EIIð Þ ð1Þ

eþ COþ
2 ! CO2 u � thermal energy ERð Þ ð2Þ

eþ CO2 ! COþ O� u � 4:4 eV ED of CO2ð Þ ð3Þ

eþ H2O ! OHþ H� u � 6:6 eV ED of H2Oð Þ ð4Þ

[18] These chemical equations can be translated into cou-
pled differential equations, thereby allowing a self‐consistent
solution of the electron continuity equation. We follow
the evolution of electrons under a driving E field assumed
to form via dust storm charge centers. These equations are
the basis for the Dust Devil Electron Avalanche Model
(DDEAM) developed in this work. The system of coupled
equations that describe the electron evolution in a low‐
pressure CO2 gas is [Jackson, 2008]

@ne
@t

¼ � Eð Þ � �ð ÞnevD � kCOþ
2 =e

nCOþ
2
ne � kCO2=enCO2ne

� kH2O=enH2One �
vDne
d

ð5Þ

@nCOþ
2

@t
¼ � Eð ÞnevD � kCOþ

2 =e
nCOþ

2
ne ð6Þ

@nCO2

@t
¼ �kCO2=enCO2ne � � Eð ÞvDne þ kCOþ

2
nCOþ

2
ne ð7Þ

@nCO
@t

¼ kCO2=enCO2ne ð8Þ
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@nO�

@t
¼ kCO2=enCO2ne ð9Þ

@nH2O

@t
¼ �kH2O=enH2One ð10Þ

@nOH
@t

¼ kH2O=enH2One ð11Þ

@nH�

@t
¼ kH2O=enH2One ð12Þ

[19] The values nCOþ
2
, nCO2 and nH2O correspond to the den-

sities (in units of m−3) of CO2
+, CO2 and H2O. The chemical

rates kCOþ
2=e

, kCO2=e and kH2O=e correspond to the electron/
CO2

+ recombination, electron/CO2 dissociative attachment
and electron/H2O dissociative attachment processes, respec-
tively, and are calculated to be kCOþ

2=e
= ∼2 × 10−13 m3/s,

kCO2=e = 0.39 × 10−16e
�12493=E m3/s, and kH2O=e = 0.25 ×

10−14e
�321264=E m3/s (see Appendix A for chemical rate calcu-

lations). The key equation is the electron continuity equation,
equation (5) which contains the electron impact ionization
source term (anevd), a dust absorption loss term h = nDsD
(a function of dust grain density and cross section that was
analyzed recently by Jackson et al. [2008]), electron/CO2

+

recombination loss term (kCOþ
2=e

nCOþ
2
ne), electron/CO2 dis-

sociative attachment term (kCO2=enCO2ne), electron/H2O dis-
sociative attachment loss term (kH2O=enH2One), and a scale
size term (vDned ) where d is the system length. However,
a unique solution of equation (5) clearly requires the
simultaneous solutions to equations (6)–(10) describing the
temporal evolution of CO2, CO2

+, and H2O. Equation (6) is
associated with the first and second chemical equations
(equations (1) and (2)) and defines the growth of CO2

+

through both impact ionizations and subsequent recombi-
nation. Equations (7)–(9) are the continuity equations
defining the dissociative attachment of CO2, via the third
chemical equation (equation (3)). Equation (7) describes the
temporal evolution of CO2 in the presence of recombination
sources, electron dissociative attachment, and impact ioni-
zation losses. Equation (8) describes the production of CO
from (electron/CO2) dissociative attachment processes,
while equation (9) describes the production of O− from this
same process. Equations (10)–(12) are associated with the
fourth chemical equation describing the electron dissocia-
tive attachment of (e + H2O → OH + H−). Equation (10)
describes the evolution of H2O, while equations (11) and
(12) describe the production of dissociated products OH
and H−.
[20] The driving electric field is assumed to be created

independently through the formation of charge centers at
the top and bottom of the dust devil. Models by Melnik and
Parrot [1998] and Farrell et al. [2003, 2006b] indicate that
the light, negatively charged grains are lifted by vertical
winds to the upper portions of the dust devil while posi-
tively charged heavy grains and the positively charged
surface create another charging center at the lower portion
of the dust devil/storm. A dipolar E field then forms in the

storm. Thus, a large‐scale E field is initially defined to be
a linearly varying function from E min at t = 0 and ending
at E max at t = t max. For the runs presented here, DE =
Emax − Emin was 5 kV/m and tmax was 300 ms, with a time
step of 50 ns. As our intent was to consider the loss of
electrons in a situation where the E field is geometrically
rising, this particular E field setup was chosen in order to
replicate the E field associated with a tribocharging source
like that modeled by Farrell et al. [2003, 2006a]. Note
that this change in electric field over 300 ms is consistent
with a tribocharging current source of 10–100 mm/m2 in
the lifting dust. Simulations were performed with Emax =
10, 15, 17.5, 20, 25, and 30 kV/m. For the full DDEAM
equation set, equations (5)–(12) were then solved self‐
consistently, including the electron/H2O dissociative attach-
ment, electron/CO2 dissociative attachment, electron/CO2

+

recombination, dust losses and system size losses. The
initial values for the densities are ne = 5 × 106 m−3, nCO2 =
2 × 1023 m−3, nH2O = 6 × 1019 m−3, and 0 m−3 for nCO, nCOþ

2
,

nO� , nOH and nH� .
[21] We recognize that we are modeling a large system

with a path length for electron growth of about 60 m (L ∼
vD tmax). Electron growth will not continue infinitely, and
there are in fact a number of limiting processes to quench or
saturate electron growth. First, the path length can be lim-
ited which will inherently limit the electron growth. This
possibility was modeled by Delory et al. [2006] and Kok
and Renno [2009], who considered limited system path
lengths of tens of centimeters. Second, the intrinsic chem-
istry may in some way limit the electron growth through the
recombination of CO2 ions. Given the obvious analogy to
predator‐prey models, this would be similar to limiting the
growth of predators via the loss of prey. To consider this
possibility, we leave all environmental drivers constant and
allow the chemistry to evolve to a natural chemically
defined saturation point. Finally, given that energetic elec-
trons are created, there should be the development of a
polarization electric field from space charge that offsets the
original driving (environmental) electric field. This third
possibility of a current‐defined saturation point is also
considered herein, with electron currents being allowed to
feedback into the driving electric field. We then compare
the growth, quenching, and final equilibrium states for these
saturation, growth‐limiting processes.

4. Saturation via Intrinsic Chemistry

[22] Figure 2 shows the electron density resulting from
the DDEAM model (equations (5)–(12)) including a dust
loss term of h = 0.031 m−1. The variable h represents the
mean free path between electron/dust collisions and is thus
equal to the dust density times dust geometric cross section
[Jackson et al., 2008]. The effective cross section may be
smaller due to negative charging of the dust grains, there-
fore the geometric cross section used here for electron‐
dust interactions can be considered an “upper bound.” The
h value of 0.031 m−1 is applied since it corresponds to
having 10 micron grains suspended in the dust cloud at
concentrations of 100 grains/cm3 or 108 grains/m3 which is
representative of Martian dust storms [Melnik and Parrot,
1998; Farrell et al., 1999]. We neglect losses with respect
to ion/dust interactions since the ion drift velocity is very
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slow in comparison to electrons. The model has the ability
to consider various dust column sizes, d. The system scale
size d was purposely set to a very large value for the cases
presented herein. This choice was made so that the plasma
chemistry could fully evolve in the simulation. Future work
will be performed with new chemistry for various scale
sizes (d from ∼0.1–10 km), but is beyond the current scope
of this work. However, for now we are more interested in
the plasma chemistry effects rather than geometric effects.
Cases for a low E field (5–10 kV/m), intermediate E field
(15–20 kV/m) and high E field (20–25 kV/m) are presented
in Figure 2.
[23] In Figure 2a, it is clear that there is no electron

growth in the low E field, only electron loss through

electron dissociative attachment. In these fields, an electron
is created at a rate of avd ∼ 103/s while the attachment loss
rate is kCO2=enCO2 ∼ 105/s. Dust loss rates hvd are at 3100/s
and play a secondary role. Recombination and system
losses are not significant (system size is set to large values,
purposely keeping that term small for this electrochemical
comparison). However, in intermediate (Figure 2b) and
large fields (Figure 2c), impact ionization sources initially
exceed the losses, creating a situation where electron con-
centrations increase exponentially in time (called the growth
or avalanche phase). The growth rates are steeper in larger
fields, since a = a(E) is also geometrically larger. As such,
in intermediate fields, the electron avalanche process is
slower, while in large fields the growth of electrons is

Figure 2. Electron density versus time for an E field (a) between 5 and 10 kV/m, (b) from 15 to
20 kV/m, and (c) from 20 to 25 kV/m, including a dust loss term with h = 0.031 m−1.
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relatively fast. The growth of electrons in both cases pro-
ceeds at different rates to values near 1017/m3, where the
growth process saturates and the electrochemical system
reaches a quasi‐stable equilibrium. This period is called the
saturation phase. The equilibrium point is nearly the same
in each case that displays growth, only the rate to achieve
this equilibrium differs under varying E (i.e., the slope of
dne
dt in the growth phase differs since it is a function of
a(E)). The reason for the quenching of the avalanche pro-
cess (or saturation) is due to the presence of copious amounts
of CO2

+ ions that recombine with the electrons.
[24] Figure 3 shows the rates of impact ionization (avd),

attachment loss (kCO2=enCO2 ) and recombination (kCOþ
2 =e

nCOþ
2
)

for the intermediate field case (15–20 kV/m). Initially,
impact ionization rates exceed all losses, creating a period
of steady growth. However, near 125 ms into the run,
enough CO2

+ is generated to limit electron growth through
recombination. After this time, the impact ionization and
recombination rates approximately track each other. As such,
once in equilibrium, we can estimate the density of CO2

+

ions as nCOþ
2
∼ avd/kCOþ

2=e
∼ 1019/m3.

[25] One unanticipated result is evident for the interme-
diate and large field cases: A natural electron concentration
oscillation develops as the system moves from an early
growth/avalanche phase to a saturated state. Relative max-
ima can be seen in the intermediate case (Figure 2b) at
125 ms, 200 ms and 255 ms, with each maximum pro-
gressively reduced in amplitude. Similar relative maxima
are observed in the large field case as well. Such oscilla-
tions represent a marginally stable situation where growth
through electron impact ionization competes with the pri-
mary loss process of electron recombination that creates
saturation (see also Figure 3). The DDEAM code was ran
at various time steps with no evident change, suggesting
that the time step does not affect the observed oscillations.
Early in the saturation phase, these two effects do not

exactly balance, but overcompensate and undercompensate
giving rise to the relative maxima and minima in electron
concentration. At later times they achieve an exact balance
creating a dne

dt = 0 and hence a sustained collisional plasma.
[26] This marginal stability is not unprecedented: The

character of the electron growth phase, saturation phase,
and associated postgrowth oscillations are very reminiscent
of plasma wave instabilities that form in homogenous col-
lisionless plasmas. Simulations of plasma wave growth (that
include the nonlinear coupling between waves and plasma
particles) display a distinct growth phase where an ener-
getically inverted population of particles drives the wave, a
saturation point where the particle population feeding the
waves is depleted, and oscillations in the early saturation
phase where wave and particles interchange energy to
achieve an equilibrium point [Klimas and Farrell, 1994].
As such, the oscillations in electron concentration (or cur-
rent impulses) created by the DDEAM model of electron
growth and saturation are believed to be a natural effect
resulting from the nonlinearly coupled dynamic system of
differential equations.
[27] Figure 4 shows the evolution of new species from

the electron avalanche process for the case of a driving
field between 15 and 20 kV/m and dust loss function h =
0.031 m−1. Figure 4a shows the log of the electron density,
CO2 density and CO2

+ density over time. The electron den-
sity grows for the first 125 ms and then stabilizes thereafter.
The CO2

+ density shows a similar trend as the CO2 density
decreases in cadence due to impact ionization. Figure 4b
shows the log of the CO and O− densities over time. The
density of CO and O− are the same and these products grow
and reach a value of ∼1019 m−3. Figure 4c shows the log of
the H2O density over time and Figure 4d shows the log
of the OH and H− densities over time. The H2O density
decreases since it is being dissociated by the energetic
electrons and the products of this dissociation, OH and H−,
have the same density, growing to a value of ∼1016 m−3.
[28] Table 1 shows the final density values for electrons,

CO2, and dissociative attachment products CO and O−,
water, and dissociative attachment products OH and H−,
CO2

+ and change in CO2 density over time as a function of
the driving electric field for given runs. For E fields less
than ∼15 kV/m, the dissociative attachment process effec-
tively absorbs the energetic electrons, creating an overall
electron loss in the system (see Figure 2a). However, above
∼15 kV/m, the creation of electrons through impact ioni-
zation offsets the attachment losses and the electron con-
centrations are found to grow, stabilizing at equilibrium
values at about 3 ppm.
[29] We note that in larger fields, the energetic electrons

have an affinity for dissociative attachment to CO2, with the
electrons becoming attached to the dissociated oxygen,
creating copious amounts of O− ions. In equilibrium, the O−

ions are nearly at 0.1% of the atmospheric content and are
the primary “keeper” of the system’s negative charge. As
described by Atreya et al. [2006], we fully anticipate that
the O− and H− ions further react to create other species,
including peroxides.
[30] Like CO2 and H2O, methane is also a molecule

that undergoes dissociative attachment through the ener-
getic electron avalanche process in a dust storm [Farrell
et al., 2006b]. The methane loss rate, which was added

Figure 3. The rates of impact ionization (avd) (solid),
attachment loss (kCO2=enCO2 ) (dotted), and recombination
(kCOþ

2 =e
nCOþ

2
) (dashed) versus time for the intermediate field

case E = 15–20 kV/m.
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Figure 4. (a) Log of CO2 density (solid), log of CO2
+ density (dashed), and log of electron density

(dotted) versus time. (b) Log of CO and O− densities versus time. (c) Log of H2O density versus time.
(d) Log of OH and H− densities versus time in seconds; all losses included.

Table 1. Electron Density, CO2 Density, CO/O
− Densities, H2O Density, OH and H− Densities, CO2

+ Density, and Density Change in
CO2 for Various Electric Field Ranges and a Dust Loss of h = 0.031 m−1 With Saturation via Intrinsic Chemistrya

E (kV/m) ne (m
−3) nCO2 (m−3) nCO/nO� (m−3) nH2O (m−3) nOH/nH� (m−3) nCOþ

2
(m−3) D nCO2 (m−3)

5 4.54 × 10−14 2 × 1023 4.58 × 106 6 × 1019 2.04 × 103 3.79 0
10 8.56 × 10−18 2 × 1023 4.92 × 106 6 × 1019 1.34 × 104 1.27 × 105 0
12 7.73 × 1012 2 × 1023 4.28 × 1012 6 × 1019 2.58 × 1010 1.24 × 1013 −1.06 × 1014

12.5 1.78 × 1016 1.99 × 1023 5.2 × 1018 6 × 1019 3.37 × 1016 5.73 × 1018 −1.12 × 1019

13 1.52 × 1016 1.99 × 1023 5.21 × 1018 5.99 × 1019 3.15 × 1016 5.39 × 1018 −1.06 × 1019

15 2.18 × 1017 1.99 × 1023 1.44 × 1019 5.99 × 1019 9.33 × 1016 1.49 × 1019 −2.9 × 1019

20 4.33 × 1017 1.99 × 1023 5.65 × 1019 5.95 × 1019 4.44 × 1017 5.94 × 1019 −1.17 × 1020

25 6.57 × 1017 1.99 × 1023 1.26 × 1020 5.89 × 1019 1.14 × 1018 1.44 × 1020 −2.7 × 1020

aDensity is in units of m−3.
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to the DDEAM model, is calculated using the following
equation,

@nCH4
@t = −kCH4=enCH4ne, where ne is the electron

density calculated using DDEAM, nCH4 is the methane
density (assumed 10 ppb [Mumma et al., 2004, 2009]),
and kCH4=e is the chemical rate at which methane is lost.
The (e, CH4) dissociative attachment cross section is large
and extended in energy [Ohmori et al., 1986], ranging
from 10 to 100 eV. Peak values are at ∼20 eV with a
value of 1.6 × 10−20 m2 and progressively decreased to
about 1 × 10−20 m2 at 100 eV. Using an approach similar
to that of Farrell et al. [2006b], we find the chemical rate
of methane dissociative attachment in E is then kCH4=e =
1.9 × 10−13 e

�151708=E m3/s.
[31] Figure 5 shows the methane loss rate as a function

of time derived from the DDEAM model, with all other
parameters set for the nominal case with E = 15–20 kV/m
and h = 0.031 m−1. It can be seen in Figure 5 that methane
is indeed lost in the electron gas. Comparing this density
loss to that in Figure 2, we note that the loss of methane
tracks the growth of electrons, with electron growth
reaching a near‐saturation level at 260 ms and methane loss
becoming large also at that time. It is also noted that the
loss rates (dnCHadt ) from this model greatly exceed those of
Farrell et al. [2006b] primarily because the saturated
electron population at a given E field is larger than that
applied in the other work.
[32] The entire preceding analysis assumed only a chem-

istry limit to electron growth, with saturation occurring
when large portions of the available CO2 chemical product
needed to sustain electron growth (via impact ionization)
begins to transform into the electron‐recombining product
CO2

+. In other words, the fuel to drive the chemistry is
transformed into a product that slows or stops the chemistry.
The underlying assumption in the previous case is that the
electron gas does not in any way shield the driving E field,
which is valid for a low‐density plasma. However, this

assumption may not be valid when plasma densities become
large. The next step below is addressing another possible
limit to electron growth: saturation via space charge and the
creation of a polarization electric field.

5. Saturation via Space Charge and Polarization
Electric Field

[33] We now consider the effect the environmental cur-
rents have on the driving E field. Specifically, the change in
E field from the plasma currents is derivable from the
continuity equation as

"0
dE

dt
¼ Je � JCOþ

2
þ JO� ð13Þ

where Je = neevd, JCOþ
2
= nCOþ

2
evth and JO� = nO�evth where

vD is the electron drift velocity (2 × 105 m/s in large fields)
and vth is the thermal velocity of the molecules (∼400 m/s).
We assume that the net flux of ions in the column is
defined by thermal flux loss into the ground. If however,
the ground is not there (open‐ended bottom), then the ion
drift speed of ∼10 m/s would be used. Both cases were
tested and were found to yield nearly identical results on
these time scales. Equation (13) was then placed in
DDEAM and the E field starting at Emin was allowed to
evolve in cadence with the forming plasma currents.
[34] A comparable experiment might be to take two par-

allel plates and place a voltage on them to create the nec-
essary field. This will trigger the electron avalanche, but also
creates the currents that naturally limit the E field. As a
consequence, some level of quenching of the electron
growth should occur.
[35] Unlike the intrinsic chemistry case, we will initially

set the E field at a steady value, Eo, and then examine the
effect of the reducing polarizing E field formed by the
plasma. The resulting E field for the intermediate case (Eo =
20 kV/m) is shown in Figure 6 (along with the polarization

Figure 5. The methane density versus time in seconds for
E = 15–20 kV/m and h = 0.031 m−1 with saturation via
intrinsic chemistry.

Figure 6. The evolution of the electric field with the inclu-
sion of space charge currents (solid) and the polarization
electric field (dashed) versus time.
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E field) and the resulting derived chemistry is shown in
Figure 7. As shown in Figure 7, a new equilibrium is
created with steady state ne ∼ 3 × 1011/m3, nCOþ

2
= 2.4 ×

1012/m3, and nO� = 1.8 × 1012/m3. Note in Figure 6 that the
E field undergoes a very quick decrease to low values,
indicating that the space charge in the plasma is capable of
self‐shielding the driving E field. The electron drift
velocity that varies directly with E (vd ∼ 10 · E in m/s) also
decreases to small values with decreasing E keeping the
plasma currents neevd below 40 mA/m2 and ∼30 mA/m2 at
the end of the run.
[36] In this case, the system shuts itself off due to the

effect of space charge in the constant E field, but this effect
is most likely not realistic. We note that in a more realistic
model, the final stabilized E field would not be zero but
instead be defined by the balance between upward directed
negatively tribocharged dust and the plasma. In the model
herein we do not include the tribocharged dust in the
generation of the initial E field (we assume the dust has
already created the charge centers) and we then see how the
gas reacts to the stress. Clearly, the next modification to the
model will be the inclusion of the tribocharged dust currents
in the system that then creates the E field. We can then

arrive at the stabilized E field where there is a current
balance between the tribocharged dust currents (moving
downward) and electron currents (moving upward).
[37] Table 2 shows the final species values when limited

by space charge effects. Examining the final ion and elec-
tron densities we conclude that there is a new chemistry “set
point” for the space charge saturation process, with ionized
gas densities about a factor of 108 lower than the saturation
point obtained via chemical processes alone (Table 1).
Clearly the effect of space charge is important to consider
and strongly modifies the growth of the electron gas. In this
new case, the electron growth is not limited by recombi-
nation, but instead is stunted by the effect of space charge
and its action to offset the driving electric force [Farrell
et al., 2006a]. We also note that for this saturation case,
plasma densities are more similar to levels described
previously by Delory et al. [2006] and Kok and Renno
[2008]. In the models, the electron growth path length
is limited to 40–50 cm. However, in the model herein, the
path length for growth is set to a very large value, but
space charge sets the saturation values to levels more
comparable to the path length limited cases.
[38] The methane loss rate, which was discussed earlier,

is now calculated with the polarization electric field applied
as the saturation mechanism. Figure 8 shows the methane
loss rate as a function of time derived from the DDEAM
model, with all other parameters set for the nominal case
with E = 20 kV/m and h = 0.031 m−1. As evident the
methane loss rate is substantially slower than the preceding
CO2

+ recombination saturation case shown in Figure 5. In
this new case, the loss is approximately dnCHa

dt of −1010/m3 s
and is comparable to the methane loss rates calculated
previously by Farrell et al. [2006b]. Comparing this loss
rate to the electron density in Figure 7, we note that the loss
of methane tracks the growth of electrons as it did in the
saturation via intrinsic chemistry case. As the polarization
E field increases, and the overall ambient E field decreases
in Figure 6, the number of electrons in the tail of the
energy distribution f (u, E) greatly reduces. With fewer elec-
trons above 10 eV, the dissociative attachment of methane
is reduced.

6. Conclusion

[39] We formulated and solved nine one‐dimensional
differential equations describing the new plasma chemistry
in Martian dust storms and now refer to this system as the
dust devil electron avalanche model (DDEAM). This sys-

Figure 7. The evolution of electrons (solid), negative ions
(dotted), and CO2

+ (dashed) for polarization electric field/
space charge.

Table 2. Electron Density, CO2 Density, CO/O
− Densities, H2O Density, OH and H− Densities, CO2

+ Density, and Density Change in
CO2 for Various Electric Fields and a Dust Loss of h = 0.031 m−1 With Saturation via Space Charge and Polarization E Fielda

E (kV/m) ne (m
−3) nCO2 (m−3) nCO/nO� (m−3) nH2O (m−3) nOH/nH� (m−3) nCOþ

2
(m−3) D nCO2 (m−3)

5 0.0113 2 × 1023 4.87 × 106 6 × 1019 1.83 × 103 0.24 0
10 9.9 × 10−24 2 × 1023 4.92 × 106 6 × 1019 1.32 × 104 5.83 × 104 0
12 1.86 × 10−27 2 × 1023 5.38 × 106 6 × 1019 2.0 × 104 5.36 × 105 0
12.5 7.59 × 10−27 2 × 1023 5.71 × 106 6 × 1019 2.27 × 104 8.76 × 105 0
13 3.64 × 10−25 2 × 1023 6.26 × 106 6 × 1019 2.64 × 104 1.43 × 106 0
15 1.79 2 × 1023 3.47 × 107 6 × 1019 1.78 × 105 3.02 × 107 0
20 3.08 × 1011 2 × 1023 1.88 × 1012 6 × 1019 7.14 × 109 2.37 × 1012 −4.25 × 1012

25 8.04 × 1012 2 × 1023 2.45 × 1012 6 × 1019 1.19 × 1010 1.43 × 1013 −1.68 × 1013

aDensity is in units of m−3.
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tem solves the continuity equations that characterize the
electron density, as well as the densities of the constituents
and their products due to electron/molecule interactions in
the Martian atmosphere. This includes the evolution of the
densities of CO2, CO2

+, CO, O−, H2O, OH, H
− and CH4

under a driving electric field. We can also modify this
driving field under the influence of space charge.
[40] Given a driving electric field, the DDEAM model

follows the evolution of electrons and atmospheric mole-
cules including impact ionization (source), dissociative
attachment (loss), recombination (loss), and dust absorption
(loss). The results of the modeling include the following.
[41] 1. For E fields above about 12 kV/m, the electron

avalanche process is initiated (electron impact ionization
exceeds attachment and dust losses) and continues for 30–
100 ms.
[42] 2. However, the avalanche process does not continue

indefinitely, and is saturated (becomes stabilized to equi-
librium) either through electron recombination with CO2

+

ions or with a polarization E field created by the plasma
space charge.
[43] 3. When the electron density stabilizes, the dominant

negative charge carrier is (surprisingly) not the electrons
but O− formed from electron dissociative attachment with
CO2 (into CO and O−). The ionized gas thus consists of
CO2

+ and O− of comparable levels and electrons form a
secondary population with a concentration ∼10% of the O−.
[44] 4. The concentrations of chemical products are dif-

ferent depending upon the assumed saturation process.
Intrinsic chemical saturation produced an ionized gas den-
sity in equilibrium at 10−3 that of the neutral gas while the
ionized component produced under the influence of space
charge is limited to 10−10 that of the neutral gas.
[45] The saturation via space charge tends to turn the

entire process off, leaving only a short‐lived transient. In
fact, if we placed parallel plates in the low‐pressure CO2

gas, we might consider this transient as a sort of short‐circuit

discharge formed between the plates. It is not a full break-
down, but instead a glow‐like discharge that might resemble
the step leader of a lighting discharge. However, if we
included a triboelectric current source, there would be a
maintenance of the E field generator and the overall steady
state E field would reflect the equilibrium between the dust
currents and opposing space charge currents that form in
larger E fields.
[46] We consider both chemistry and electrical saturation

scenarios since we do not ultimately know the dominant,
defining saturation mechanism. We leave open the distinct
possible existence of saturation processes not considered
herein, making this work intrinsically nonunique, but still a
next obvious step from the pathfinding Delory/Atreya work.
[47] The formation of a large concentration of ener-

getic negative O ions near the surface is itself interesting.
Through grain surface triboelectric effects, the surface
interface should be charged positive creating a natural
attraction between the O− ions concentrated at the bottom of
the dust devil/storm. The surface, which has undergone
abrasion by the saltating dust should also have unsatisfied
chemical bonds that combine with the O− ions. Hence, we
leave open the distinct possibility of new O− chemistry
occurring at the surface, forming more complicated oxides
at exposed interfaces. Any surface chemistry is beyond the
scope of this current work, but represents a suggestive
avenue of future research.

Appendix A: Calculating the Chemical Rate

[48] Given the electron energy distribution function
f (u, E) = fo(uo)e

�2:3B u�uoð Þ=E , the reaction rate k can be calcu-
lated using the following expression:

k ¼ �vh i ¼ 2e

me

� �1=2Z
� uð Þuf uð Þdu ðA1Þ

where s is the collision cross section for a given process
(i.e., electron impact ionization, electron dissociative attach-

ment etc.) and v = 2e
me

� �1=2
u

1=2 .

[49] The chemical rate for ionization of carbon dioxide is
give by the following equation [Rees, 1981]:

ki ¼ 2e

me

� �1=2Z1

ui

�i uð Þuf u;Eð Þ@u ðA2Þ

where si is the ionization cross section (55), which is in the
form of [Jackson, 2008]

�i ¼ Auþ C ðA3Þ

where A = 0.09 × 10−20 m2/eV and C = −1.3 × 10−20 m2

[Jackson et al., 2008]. After solving the integral in (A2) and
using the simple expressions for the electron energy distri-
bution and the ionization cross section (A3), the chemical
rate for ionization becomes

ki ¼ 2e

m

� �1=2

foe
2:3BEuo

e�2:3BEui

5:29B2
E2A

2E

2:3B
þ ui

� �
ðA4Þ

Figure 8. The methane density versus time in seconds for
E = 20 kV/m and h = 0.031 m−1 with saturation via space
charge and polarization E field. Note that the time scale
has been shortened to 15 ms.
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[50] Note that ki is a function of electric field. All other
parameters are known values, with ui being the ionization
energy of 14.5 eV. Equation (A4) is then use to derive
Townsend’s first coefficient for electron impact ionization,
a = nN ki/vd. The final derived expression is dependent on
only a few variables that are known a = −nCO2

2�el
C
B e

�2:3BEui .
[51] The chemical rate for dissociative attachment of

electrons to carbon dioxide is

kCO2=e �
2e

me

� �1=2

�d udð Þud foe�2:3
B ud�uoð Þ

E �u ðA5Þ

where sd = 0.15 × 10−22 m2, Du ∼ 1 eV and ud ∼ 4.4 eV
[Itikawa, 2002; Delory et al., 2006]. The chemical rate
equation can then be expressed as [Jackson, 2008]

kCO2=e ¼ 0:39� 10�16e
�12493=E m3=s ðA6Þ

[52] Note that kCO2=e is also a function of electric field
and all other parameters are known values. In the same
manner, the chemical rate for electron dissociative attach-
ment of H2O is found. The dissociation energy for H2O is
∼6.5 eV. The cross section at this energy is given as
�H2O(ud) = 0.64 × 10−21 m2 [Itikawa, 2002; Delory et al.,
2006]. The chemical rate equation for H2O can then be
expressed as [Jackson, 2008]

kH2O=e ¼ 0:25� 10�14e
�321264=E m3=s ðA7Þ

[53] The chemical rate for electron/CO2
+ recombination is

described as

kr ¼ A
T

300

� ��

e
��=T cm3=s ðA8Þ

where T is the temperature of the electron distribution
in kelvins, A is a transition probability constant between
(3–6) × 107/s, and a and b are constants specific to the ion
and have values of −0.5 and 0, respectively, for CO2

[Prasad and Huntress, 1980]. We assume an electron tem-
perature near 1200 K based on the form of the distribu-
tion functions. While there is a functional dependence of
Te with E field, kr varies as T−1/2 making the dependency
very mild (quasi‐constant) in expression (A8).
[54] The drift velocity (vD), is found using the expression

vD = [�2=3
e
me

R1
0

u
3=2

�c

@f u; Eð Þ
@u du]E, and simplifies to [Jackson,

2008]

vD ¼ 2e

me

� �1=2

fo
e
2:3Buo=E

3�elnCO2

E2

2:3B
ðA9Þ

where nc is the mean collision frequency, e = 1.6 × 10−19 C,
me = 9 × 10−31 kg, sel = 0.84 × 10−19 m2 [Itikawa, 2002].
The drift velocity, for E fields above 5 kV/m, approaches
a constant of vd ∼ 2 × 105 m/s because the exponential term
almost completely offsets the increasing E2 for large E.
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