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ABSTRACT

The transport of solar energetic charged particles along the interplanetary magnetic field in the ecliptic plane of the sun can be
described roughly by a one-dimensional diffusion equation. Large-scale spatial variations of the guide magnetic field can be taken
into account by adding an additional term to the diffusion equation that includes the effect of adiabatic focusing. We solve this equation
analytically by assuming a point-like particle injection in time and space and a spatial power-law dependence for the focusing length
and the spatial diffusion coefficient. We infer the intensity- and anisotropy-time profiles of solar energetic particles from this solution.
Through these the influence of different assumptions for the diffusion parameters can be seen in a mathematically closed form. The
comparison of calculated and measured intensity- and anisotropy-time profiles, which are a powerful diagnostic tool for interplanetary
particle transport, gives information about the large-scale spatial dependence of the focusing length and the diffusion coefficient. For
an exceptionally large solar energetic particle event, which did occur on 2001 April 15, we fit the 27−512 keV electron intensities
and anisotropies observed by the Wind spacecraft using the theoretically derived profiles. We find a linear spatial dependence of the
mean free path along the guiding magnetic field. We also find the mean free path to be energy independent, which supports the theory
of “velocity-dependent diffusion”. This means that the intensity profiles for the discussed energies exhibit the same shape if they are
plotted against the traveled distance and not against the time. In this case the profiles differ only in their maximum values and we can
determine the energy spectra of the solar flare electrons out of the scaling factor we need to fit the data. The derived spectra exhibits
a power-law dependence ∝E−3

kin in an energy range from ∼50 keV to ∼500 keV.
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1. Introduction

Modeling the transport of solar energetic particles has been in
the focus of interest for several years. Most models assume a
large-scale structure of a guide magnetic field, B0, with super-
posed small irregularities, δB. The energetic charged particles
move along this guide magnetic field B0 performing a gyration
motion around the large-scale magnetic field lines. The small su-
perposed irregularities interact with the gyrating particles in such
a way that the first adiabatic invariant (the magnetic moment) is
not conserved, leading to a scattering of the pitch angle, θ (angle
between the velocity vector u of the particles and B0). As can
be seen, for example, in the first chapter of Shalchi (2009), this
pitch-angle scattering leads to a diffusive motion of the particle’s
guiding centers along B0.

Whereas early transport models (Meyer et al. 1956) are
based on a simple, empirically found, one-dimensional diffusion
equation in space, later and more complete models describe the
evolution of the phase-space density in the test-particle approach

� Appendices are available in electronic form at
http://www.aanda.org

by a Fokker-Planck type transport equation that can be derived
from the equation of continuity in phase space. This equation
may take additional effects into account that arise, for example,
from the spatial variation in the guiding magnetic field. A lot of
work has been done in simulating this transport by numerically
solving Fokker-Planck equations that include different effects,
such as adiabatic focusing, adiabatic cooling or perpendicular
diffusion, assuming different types of magnetic turbulence that
lead to different shapes of the diffusion coefficients (for review
see Dröge & Kartavykh 2009; Dröge et al. 2010; Dröge 2003;
Agueda et al. 2008; Qin et al. 2004; Ruffolo 1995).

For an analytical treatment, the Fokker-Planck type transport
equation has to be simplified. This is normally done by assum-
ing a near isotropic distribution function and applying a diffu-
sion approximation to the transport equation. The result is again
a diffusion equation, known from the early models describing
cosmic ray transport, which can be solved analytically in many
cases. The advantage of this circuitous derivation of the diffu-
sion equation is that some of the previously described transport
effects can be accounted for in the diffusion regime. In this work
we concentrate on the effect of adiabatic focusing.
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Adiabatic focusing arises in the case of a slowly varying
guide magnetic field B0. “Slowly” means that the typical length
scale that characterizes the change in B0 is large compared to the
spatial dimension of the particles’ gyration motion. In this case
it can be assumed that B0 is constant for a single gyration, and
the first adiabatic invariant is conserved. For a particle moving
in a diverging magnetic field, this conservation of the magnetic
moment leads to an energy transfer from the perpendicular to the
parallel motion, resulting in a decreasing pitch angle, which jus-
tifies the name “adiabatic focusing”. For a particle moving in a
converging magnetic field, the energy transfer is vice versa. The
total energy is conserved in both scenarios.

In Sect. 2 of this paper we present an analytical solution to
the one-dimensional focused diffusion equation, where we as-
sume a spatial power-law dependence for the spatial diffusion
coefficient κ and the background magnetic field B0. In Sects. 3
and 4 we derive the corresponding intensity- and anisotropy-
time profiles. We compare the analytical results with in-situ mea-
surements of solar electrons in Sect. 5. We summarize this work
in Sect. 6.

2. The focused diffusion equation

The time-dependent one-dimensional diffusion equation includ-
ing the effect of adiabatic focusing reads as (Earl 1976)1

∂F
∂t
− ∂
∂z

(
κ

[
∂F
∂z
− F

L

])
= S (z, p, t), (1)

where

F(z, p, t) =
1
2

1∫
−1

f (z, p, μ, t) dμ (2)

denotes the isotropic part of the assumed gyrotropic phase-space
density f (z, p, μ, t), μ is the pitch-angle cosine, L is the focusing
length,

1
L
= − 1

B0(z)
∂B0(z)
∂z

(3)

and S (z, p, t) represents the source distribution.
Assuming a point-like injection source in time and space

S (z, p, t) = S1(p)δ (z − z0) δ (t − t0) , (4)

and a spatial power-law dependence for the guide magnetic field
B0(z) and the diffusion coefficient κ(z),

B0(z) ∝
(

z + z1

z2

)m

, (5)

κ(z) = κ0(p)

(
z + z1

z2

)α
, (6)

the diffusion Eq. (1) reads as2

∂F
∂T
− 1

z2
2

∂

∂z̃

(
κ0 z̃α

[
∂F
∂z̃
+

m
z̃

F

])
=

S1(p)
z2
δ(z̃ − z̃0)δ(T ) (7)

1 The equation presented in Earl (1976) looks slightly different be-
cause of a different definition of the phase-space density: FEarl = FB0.
2 Though it is not the same mathematical function, we use the nota-
tion F(z̃,T ) = F(z(z̃), t(T )) throughout this paper to describe the same
physical quantity.

with the abbreviations,

z̃(z) :=
z + z1

z2
, z̃0 :=

z0 + z1

z2
, T := t − t0. (8)

Here z1 ≥ 0 denotes a translation to avoid an infinitely large
magnetic field at the Sun (z = 0) for m < 0, and z2 > 0 denotes a
scaling length to introduce dimensionless quantities.

Furthermore, we defined the particles mean free path

λ(z) :=
3κ(z)
v
, (9)

with the particles velocity v, according to the mean free path of
a three-dimensional self-diffusion process3.

For the boundary conditions mentioned below, Eq. (7) can
be solved analytically. The solution for α � 2 is given by

F(z̃, p, T ) =
3S1z2 z̃m

0 (z̃z̃0)
1−m−α

2

|2 − α|λ0vT
exp

⎛⎜⎜⎜⎜⎝−3z2
2

z̃2−α + z̃2−α
0

(2 − α)2λ0vT

⎞⎟⎟⎟⎟⎠
×I| α−m−1

2−α |
⎛⎜⎜⎜⎜⎜⎝ 6z2

2(z̃z̃0)
2−α

2

(2 − α)2λ0vT

⎞⎟⎟⎟⎟⎟⎠ , (10)

where I|ξ| represents the modified Bessel function of the first kind
and λ0 =

3κ0
v

the mean free path at z = z2−z1 (see Appendix A for
details). In the case of a linear spatial dependence of the mean
free path λ (α = 1) and a positive focusing length L (m < 0), this
solution agrees with the one presented in Kocharov et al. (1996)
for z1 = 0. A similar solution in a different context can also be
found in Toptygin (1985).

Though the presented solution (10) solves Eq. (7) for
α ∈ �\{2} and m ∈ �, we reduce our analysis to the case

ξ :=
α − m − 1

2 − a
≥ 0 (11)

where (10) fulfills the following physically meaningfull initial
and boundary conditions:

i) F(t = t0) vanishes everywhere except at the source:

lim
t→t0

F(t) = 0 for z � z0; (12)

ii) the particle flux density,

J(z, p, T ) = −κ
[
∂F
∂z
− F

L

]
, (13)

vanishes for z→ ∞,

lim
z→∞ J(z) = 0, (14)

and is small for z→ 0,

lim
z→0

J(z) = finite, (15)

for z1 	 z2 the boundary condition (15) can be approxi-
mated by

lim
z→0

J(z) ≈ lim
z̃→0

J(z̃) = 0. (16)

3 There is a difference between three-dimensional isotropic self-
diffusion and the diffusion caused by pitch-angle scattering. In the latter
case the mean free path is a definition.
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Fig. 1. Sketch of the temporal evolution of the spatial intensity distri-
bution of solar energetic particles released instantaneously at T = 0 for
α = 1 and m = −2.

This means that the number of particles between the Sun (z = 0)
and infinity (z = ∞) is conserved.

In the case of a constant magnetic field and a constant dif-
fusion coefficient (m = α = 0) there is no need for the transla-
tion z1, and we can set z1 = 0. In this case Eq. (10) simplifies to

F(z, T ) =
S1√
πκ0T

exp

(
− z2 + z0

2

4κ0T

)
sinh

(
zz0

2κ0T

)
, (17)

in agreement with the solution of the focused diffusion Eq. (1)
for constant κ = κ0, and L that fulfills the boundary condi-
tions (12, 14) and limz→0 F(z) = 0

F(z, T ) =
S1√
πκ0T

exp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝−
(
z − z0 − κ0T

L

)2
+ 2z0z

4κ0T

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ sinh

(
zz0

2κ0T

)
(18)

in the limiting case L→ ∞.

3. Intensity profiles

The omnidirectional intensity Ī(z̃, p, T ) is connected to the
isotropic phase-space density by the simple relation (Rossi &
Olbert 1970):

Ī(z̃, p, T ) = p2F(z̃, p, T ). (19)

By inserting Eq. (10) into (19) we get an analytic expression
for the omnidirectional intensity depending on the time T , the
position z, the spatial diffusion coefficient κ = κ0z̃α, and the
power-law dependence of the magnetic field m.

Figure 1 shows the temporal evolution of the spatial inten-
sity distribution. Energetic particles are released at the Sun in-
stantaneously at T = 0, represented by a delta-function δ(T ).
Due to pitch-angle scattering, this delta function develops into a
Gaussian with a time-dependent FWHM. The effect of adiabatic
focusing and the assumed boundary conditions lead to a modifi-
cation of this Gaussian by the Bessel function Iξ, which results in
an a outward movement of the bulk of the particles. This seems
to be a convincing solution, but only to a certain degree. It cannot
be avoided that a (Markovian) diffusive description of particle
propagation violates the basic causality law of special relativity.
For times T > 0, the asymptotic behavior of the intensity profile
limz→∞ Ī(z) = 0 includes a nonvanishing probability of particles

Fig. 2. Sketch of the spatial dependence of the intensity distribution on
the magnetic field structure (Eq. (5)) at a given time T = 1 h for α = 1.

Fig. 3. Sketch of the temporal dependence of the intensity distribution
on the magnetic field structure (Eq. (5)) at a given position z̃ = 1.2 for
α = 1.

travelling faster than the speed of light. A non-Markovian gen-
eralization of this diffusion model, as described in Dunkel et al.
(2007), could avoid this violation.

Figures 2 and 3 sketch the influence of the magnetic field
spatial variation (Eq. (5)) on the intensity-time and intensity-
space profile. It can be seen that particles in a diverging magnetic
field with m = −2 propagate faster in the parallel direction than
those in a field with m = −1 and with m = −0.5. The physical
explanation for this is the effect of adiabatic focusing that trans-
fers energy from gyration to translation along the field lines in a
diverging field and that has a stronger effect for m = −2.

Figures 4 and 5 illustrate the dependence of the omnidirec-
tional intensity on spatial variations of the diffusion coefficient
(or mean free path). For better comprehension of the displayed
curve progressions Fig. 6 shows the mean free path, λ, as a func-
tion of the distance z̃. Combining Figs. 4 and 6, we see that
a short mean free path results in a slow and a long mean free
path in a fast diffusion process. This means that particles spend
more time in an area with a short mean free path, as expected.
It can also be seen that the area under the curves in Fig. 4 is the
same. This is a consequence of our postulated boundary condi-
tions where we required a conservation of the number of parti-
cles between z̃ = 0 and z̃ = ∞. Figure 5 exhibits a lower density
of particles moving with a higher bulk velocity due to a larger
mean free path.
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Fig. 4. Sketch of the spatial dependence of the intensity distribution on
the spatial power-law dependence of the diffusion coefficient at a given
time T = 1 h for m = −2.

Fig. 5. Sketch of the temporal dependence of the intensity distribution
on the spatial power-law dependence of the diffusion coefficient at a
given position z̃ = 1.2 for m = −2.

4. Anisotropy-time profiles

Beside the omnidirectional intensity, which carries information
about the particle flux averaged over the solid angle, the diffusive
description also allows for directional information of the particle
propagation. This information can be expressed in terms for the
anisotropy of the particle distribution. For a gyrotropic phase-
space density f (z, p, μ, T ), the first-order anisotropy A(z, p, T ) is
defined as

A(z, p, T ) = 3

1∫
−1

f (z, p, μ, T )μ dμ

1∫
−1

f (z, p, μ, T ) dμ

· (20)

Because f (z, p, μ, T ) ≥ 0 is proportional to the probability dis-
tribution, the anisotropy A represents three times the expectation
value of the pitch-angle cosine μ and is limited by

|A(z, p, T )| ≤ 3.

If we express f (z, p, μ, T ) in terms of the isotropic and
anisotropic part, F(z, p, T ) and g(z, p, μ, T ), of the phase-space
density

f (z, p, μ, T ) = F(z, p, T ) + g(z, p, μ, T ), (21)

Fig. 6. Sketch of the spatial dependence of the mean free path λ for three
different powers.

we find

A(z, p, T ) = 3

1∫
−1

μg(z, p, μ, T ) dμ

2F(z, p, T )
· (22)

According to the diffusion approximation presented in
Schlickeiser et al. (2007) and Schlickeiser & Shalchi (2008), the
anisotropic part, g(z, p, μ, T ), can be expressed in the weak fo-
cusing limit and for negligible perpendicular diffusion as

g(z, p, μ, T ) =

=gcg︷������������������������������������������������������︸︸������������������������������������������������������︷⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1∫
−1

(1 − μ)Dμp(μ)

Dμμ(μ)
dμ − 2

μ∫
−1

Dμp(x)

Dμμ(x)
dx

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ 1
2
∂F
∂p

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1∫
−1

(1 − μ)(1 − μ2)
Dμμ(μ)

dμ − 2

μ∫
−1

(1 − x2)
Dμμ(x)

dx

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ v4
(
∂F
∂z
− F

L

)
︸�������������������������������������������������������������������︷︷�������������������������������������������������������������������︸

=gs

· (23)

Evidently, g(z, p, μ, T ) consists of a Compton-Getting part, gcg,
and a streaming part, gs. Consequently, we split our anisotropy
into two parts,

A(z, p, T ) = As(z, p, T ) + Acg(z, p, T ), (24)

and by inserting Eq. (23) into (22) we find

As(z, p, T ) = −3
κ

v

[
∂ ln(F)
∂z

− 1
L

]
= −λ

[
∂ ln(FB0)
∂z

]
(25)

Acg(z, p, T ) = −3a11

4
∂ ln(F)
∂p

(26)

where we identified the spatial diffusion coefficient,

κ =
v2

8

1∫
−1

(
1 − μ2

)2

Dμμ
dμ (27)

and introduced the rate of adiabatic deceleration:

a11 =

1∫
−1

(
1 − μ2

)
Dμp

Dμμ
dμ. (28)

It is important to notice that the diffusion approximation only
holds if the phase-space density f (z, p, μ, T ) is close to the
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isotropic equilibrium distribution F(z, p, T ), which means
|g(z, p, μ, T )| 	 F(z, p, T ). If the anisotropic part exceeds the
isotropic one, Eq. (23) no longer accounts for the anisotropic
part. A violation of this requirement gives rise to negative val-
ues of the phase-space density (21) and causes absolute values
of the anisotropy to be higher than three. The anisotropy is there-
fore an indicator of the validity of the diffusive particle transport
description.

As shown in Schlickeiser et al. (2009), the Compton-
Getting anisotropy (Eq. (26)) is small compared to the stream-
ing anisotropy (Eq. (25)) for solar energetic particles observed
at 1 AU. Therefore it will be neglected.

We use Eqs. (25) and (10) to calculate the anisotropy-time
profile of solar energetic particles with the assumptions of a spa-
tial power-law dependence for the magnetic field B0(z) and the
diffusion coefficient κ(z) and find for ξ = α−m−1

2−α ≥ 0:

As =

3z̃z2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣1 −
(

z̃0
z̃

) 2−α
2

Iξ+1

⎛⎜⎜⎜⎜⎜⎝ 2z2
2(z̃z̃0)

2−α
2

(2−α)2κ0T

⎞⎟⎟⎟⎟⎟⎠
Iξ

⎛⎜⎜⎜⎜⎜⎝ 2z2
2(z̃z̃0)

2−α
2

(2−α)2κ0T

⎞⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2 − α)vT

· (29)

Under typical magnetic field and solar wind conditions, this for-
mal expression for the anisotropy can be simplified in most cases
for solar energetic particles observed at z ≈ 1.2 AU. For a mag-
netic field close to the nominal Parker spiral with m = −2
and for a particle injection in the corona at three solar radii
z0 = 0.014 AU with a typical magnetic field strength of B0(z =
z0) = 30 μT and a particle detection close to the Earth with a
magnetic field strength of B0(z = 1.2 AU) = 5 nT, we choose
the scaling length z2 = 1 AU and have to set the translation to
z1 = 0.0015 AU. This implies for the observed anisotropy-time
profile at z = 1.2 AU: z̃0 	 z̃. Keeping this relation in mind we
take a look at the monotonically increasing function

0 ≤ Iξ+1(x)

Iξ(x)
≤ 1 ∀ x ∈ R ∧ ξ ∈ R+0 (30)

with

lim
x→0

Iξ+1(x)

Iξ(x)
= 0 ∀ ξ ∈ R+0 (31)

lim
x→∞

Iξ+1(x)

Iξ(x)
= 1 ∀ ξ ∈ R+0 (32)

and conclude that the second summand in Eq. (29) is small com-
pared to the first if α is small enough compared to 2. In this case
the anisotropy simplifies to

As(z, p, T ) ≈ 3z
(2 − α)vT

for α < 2. (33)

Figure 7 shows a sketch of the exact streaming anisotropy
(Eq. (29)) in comparison with the approximated anisotropy
(Eq. (33)) for three different values of α. The sketch confirms
that the approximation holds if α is small enough compared to
2. For α = −0.5 and α = 1.0, there is only a negligible devia-
tion, but there is a significant deviation for α = 1.5. For typical
solar wind conditions and a particle observation at z ≈ 1.2 AU,
it can roughly be said that the approximation holds for α ≤ 1.
In this case the anisotropy is independent of the global magnetic
field structure and the absolute value of the mean free path rep-
resented by m and λ0. There is also only a weak dependence for
α > 1. On the other hand, Fig. 7 proves that the anisotropy is
sensitive to the spatial variation of the diffusion coefficient κ.

Fig. 7. Sketch of the anisotropy-time profile (Eq. (29)) in comparison
with the approximation (Eq. (33)) for three different values for α.

It should be mentioned that the anisotropy tends to infinity
for t → t0, in contrast to definition (22) that implies a maxi-
mum value of three for the anisotropy. This erratic behavior is
a consequence of the violation of the causality law of special
relativity discussed in Sect. 3 and the limited scope for apply-
ing of the diffusion approximation. The initial particle flux that
violates the causality law and reaches the position of detection
just after injection is highly anisotropic. The required assump-
tion |g(z, p, μ, T )| 	 F(z, p, T ) of the diffusion approximation
is not fulfilled and, as discussed before, anisotropy values over
three arise. For later times and lower anisotropy values, the accu-
racy of the diffusion approximation increases and the anisotropy
values become more realistic.

5. Comparison with measured data

The expressions derived in the previous sections for the evo-
lution of the intensity (Eqs. (10) and (19)) and the anisotropy
(Eq. (22)) can be compared with in situ measurements during
solar energetic electron events. We use electron intensities ob-
served by the three-dimensional plasma and energetic particle
(3DP) experiment onboard the Wind spacecraft (Lin et al. 1995).
The semi-conductor detector telescopes (SST) of Wind/3DP
measure electrons in the energy range 27−512 keV with a full
4π angular coverage in one spacecraft spin period. The pitch-
angle distributions provided by SST have a 22.5◦ resolution and
allow the intensity- and anisotropy-time profiles to be calculated
for a given event. An exceptionally large solar particle event
occurred on 2001 April 15 in association with an X14.4 solar
flare located at S20 W85, a type III radio burst and a coronal
mass ejection. To reduce the very large number of free parame-
ters in Eqs. (10) and (22) we assume a particle injection at ap-
proximately three solar radii (z0 = 0.014 AU) and a distance of
z = 1.2 AU along the Archimedean spiral from the Sun to the
spacecraft. Furthermore, we assume a magnetic field strength of
B0(z = 0) = 30 μT at the Sun.

The MFI instrument onboard the Wind spacecraft measured
an interplanetary magnetic field strength close to the Earth of
approximately B0(z = 1.2 AU) = 3 nT. We choose the scaling
length z2 = 1 AU and use Eq. (5) to determine the translation z1.
We can now vary the free parameters α, m, λ0 =

3κ0
v

and t0 to
find good agreement between the theoretical and the measured
profiles. We always determine the source function S1(p) through
normalization of our theoretical intensity profile on the measured
maximum value for 108 keV, 180 keV, 306 keV, and 512 keV.
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Fig. 8. Anisotropy- and intensity-time profiles for 40−512 keV electrons measured with the Wind/3DP instrument in comparison with the theoret-
ically derived profile (19) with the parametervalues listed in Table 1.

For 27 keV, 40 keV, and 66 keV electrons we use a different
value than the maximum value for the normalization. The rea-
son for this choice is the contamination of this profiles with elec-
trons that gained their energy by a different effect than the initial
particle injection. This will become more obvious later in this
section.

For the set of parameters displayed in Table 1, we plotted
the intensity- and anisotropy-time profiles for six different ener-
gies in comparison with the measured profiles. As can be seen
in Fig. 8 we get a very good fit for electrons with energies

Table 1. Set of parameters that provides a good fit to the data for differ-
ent energies.

α m λ0 t0

1.0 −0.74 0.173 AU 13.75 h

of 108 keV and more. For lower energies the intensity fit gets
worse. The quality of the anisotropy fit is roughly the same for all
six energies. The profiles that are measured in the lowest energy
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channel (≈27 keV) reveal poor agreement with the theory and
are not shown here. A possible explanation for this growing de-
viation between measurement and theory for lower electron en-
ergies is that particles with lower energies are injected over a
longer period of time, which broadens the intensity profile. In
addition their injection might be less eruptive, which could ex-
plain the slower rise and decay of the measured profile. In this
case the assumption of an eruptive injection described by the
delta function δ(t − t0) no longer holds.

It is remarkable how well this simplified theory agrees with
results of much more detailed computer simulations for this
event. Bieber et al. (2004) conclude that the onset of particle in-
jection onto the Sun-Earth field line was at 13:42 UT± 1 min,
and Agueda et al. (2009) conclude that the electron injection
started at 13:48 UT at 80 keV. These two previous results are
in accordance with our injection time at 13:45 UT. Dröge (2005)
modeled the event by assuming a spatially constant radial mean
free path for 511 keV electrons and concludes that λr = 0.14 AU
(λ‖ = 0.24 AU at Earth). Similarly, Agueda et al. (2009) esti-
mate the radial mean free path of the 62−312 keV electrons is
0.08 AU (λ‖ = 0.17 AU at Earth). At the distance of the Earth
these agree with our result:

λ‖(z) = λ(z) = 0.173(z− z1)⇒ λ(z = 1.2 AU) ≈ 0.21 AU. (34)

The obtained linear dependence between z̃ = z−z1
z2

and the paral-
lel mean free path mainly arises from fitting the anisotropy-time
profiles. As already said, the anisotropy depends weakly on the
power-law dependence of the magnetic field and the value of the
mean free path, λ0, for the given boundary conditions. At a given
position z the slope of the anisotropy-time profile is only deter-
mined by the exponent α of the spatial power-law dependence
of the diffusion coefficient and the energy of the particles, repre-
sented by v. We can therefore vary the two parameters m and λ0
to fit the intensity-time profiles without changing the anisotropy
significantly.

Assuming a constant solar wind speed usw, the model of the
Parker spiral (Parker 1958) predicts a radial dependence of the
magnetic field strength according to

B0(r) = B0(r0)
( r0

r

)2
√

1 +

(
ΩSr
usw

)2

for r > r0, (35)

where ΩS is the sidereal solar rotation rate and r0 a radius at
which the field is completely frozen into the solar wind. The ra-
dial dependence of the pathlength along the Archimedean spiral
is given by

z(r) =
r
2

√
1 +

(
ΩSr
usw

)2

+
u

2ΩS
ln

⎛⎜⎜⎜⎜⎜⎜⎜⎝
√

1 +

(
ΩSr
usw

)2

+
ΩSr
usw

⎞⎟⎟⎟⎟⎟⎟⎟⎠ · (36)

For r < usw/ΩS ≈ 1 AU we approximate z(r) ≈ r and

B0(r) ≈ B0(r0)
(

r0
r

)2
and conclude that m ≈ −2.

To obtain an acceptable fit we have to deviate from this in-
verse quadratic dependence of the large scale magnetic field. But
the model of the Parker spiral is based on strong simplifications
and should be only regarded as an average magnetic field for a
longer period of time. For this single event one may also think of
particles traveling along a fluxtube with a different spatial depen-
dence of the magnetic field. The deviation may also be caused
by the fact that the solar flare location (S20 W85) differs from
the footpoint of the Archimedean spiral (S00 W48) assuming
the solar wind speed measured at 1 AU of usw ≈ 500 km s−1.

Fig. 9. Energy dependence of the injection function S1 (solid black line
with crosses) in comparison with a ∝E−3

kin power law (dotted blue line).

Fig. 10. Normalized intensity-distance profiles for four different elec-
tron energies. vT represents the distance that the electrons cover after
their first detection at the given position.

Furthermore, we cannot exclude that this different shape of the
magnetic field lines is just a local effect in the area where the
measurement took place.

Finally, we take a look at the energy dependence of the
source function S1 that we can infer from the normalization fac-
tor. In Fig. 9 we plot S1(Ekin) against Ekin and notice that S1 ex-
hibits a clear proportionality to an E−3

kin power law in the range of
the five highest energies. The two lowest energies deviate from
this power law and suggest that an exponential decay may also
be possible. Considering that the lower energy intensity profiles
are strongly contaminated by energetic particles of a different
source than the initial injection, one should not overinterpret this
deviation. This energy spectrum confirms the result of Heristchi
& Amari (1992) that at least some solar flare electron spectra fit
well with a power law in energy in a wide energy range.

Furthermore, our results support the theory of “velocity-
dependent diffusion” noted for the first time by Bryant et al.
(1964). They have shown that the intensity profiles for various
energies reveal the same shape if they are plotted against the
traveled distance of the particles (vT , where T is the time af-
ter the first particles are detected. In our case, T = t − 14 h ).
Figure 10 shows a plot like this for the four highest energy chan-
nels of the SST experiment. It can be seen that the variation of all
intensity profiles in this energy range is the same and that they
only differ in their maximum intensity.
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Fig. 11. Normalized intensity-distance profiles for the three lowest en-
ergies of Wind/3DP in comparison with the 511 keV electrons.

The sudden deviation that occurs in every profile, with a
growing significance for lower energies, is probably caused by
an additional injection of mainly lower energetic particles at the
Sun. One may also think of an additional acceleration of lower
energetic particles at the shock front of the coronal mass ejec-
tion that corresponds to this event. Figure 11 demonstrates that
this additional disturbance dominates the intensity profiles of the
three lowest energies of the SST-F instrument after the rise phase
of the intensity profile. This disturbance also explains the poor
fit of the intensity-time profiles for 40 keV and 66 keV electrons
displayed in Fig. 8 and justifies our normalization to a differ-
ent value than the measured maximum value for 27 keV, 40 keV,
and 66 keV electrons.

Encouraged by our results of energy-independent λ0 and α,
we propose the concept of “velocity-dependent diffusion” to the
anisotropy. Equations (29) and (33) predict that the anisotropy
depends only on vT at a given position for constant λ0 and α.
Accordingly, we should get the same profile for each energy
if we plot the anisotropy against vT . In fact, we discover this
feature in the data as can be seen in Fig. 12. This explains
our good fits between the measured and the theoretically de-
rived anisotropy for each energy channel with the same set of
parameters.

6. Summary and conclusions

We solved the one-dimensional diffusion transport equation of
solar energetic particles including the effect of adiabatic focus-
ing for a spatial power-law dependence of the large-scale mag-
netic field B0 and the diffusion coefficient κ. As boundary condi-
tions we assumed a vanishing phase-space density for t → t0 and
a vanishing particle flux at z ≈ 0 and z = ∞. We used our solu-
tion to deduce intensity and anisotropy-time profiles that provide
a powerful diagnostic tool for estimating the interplanetary par-
ticle transport conditions.

We discussed the scope of applying our approximation and
pointed out that the anisotropy value is one indicator for the ac-
curacy of our theory. The diffusion approximation does not hold
for high anisotropy values. In addition we have to accept that
every Markovian diffusion process violates the causality law of
special relativity. For a solar flare event, these two sources of er-
ror are only influential for a short period of time after the particle
injection.

We compared our theoretically derived profiles to the
solar 27−512 keV electron event observed by Wind/3DP

Fig. 12. Anisotropy-distance profiles for four different electron
energies.

on 2001 April 15. We find good agreement for electrons with en-
ergies of 180 keV up to 512 keV. The agreement diminishes for
electrons with energies below 180 keV, for which an additional
acceleration mechanism seems plausible. Beside this, the area
of validity is restricted to particles with velocities that are much
faster than the solar wind. By fitting the data we find an energy-
independent mean free path of approximately λ(z) = 0.17z and
a spatial dependence of the magnetic field strength given by

B(z) ∝
(

z − 4.7 × 10−6 AU
AU

)−0.74

·

In the case of an Archimedean spiral, we would expect an expo-
nent of m = −2. We listed several possible explanations for this
deviation.

By fitting the data with our theory, we determined the source
spectrum of the solar flare electrons and found a ∝E−3

kin power
law for energies Ekin ∈ ∼[50, 500] keV. Finally, we confirmed
that, in the given energy range, the shape of all intensity profiles
may be reduced to one characteristic profile by plotting the data
against the “traveled distance since the first particle detection”
instead of the time. We proved that this feature of a pure vT
dependence is reflected by the anisotropy, too, and is predicted
by our theory in the case of energy-independent λ0, m, and α.

We conclude that the transport of solar energetic particles
is, at least for some events, a spatial diffusion process that is
basically described well by a modified diffusion equation (with
a spatial and velocity dependent diffusion coefficient κ ∝ vz)
that takes the large-scale magnetic field structure into account.
Momentum diffusion can be neglected for these timescales.
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Appendix A: solution of the focused diffusion
equation for α � 2

Equation (7) can be solved by performing a Laplace transforma-
tion on the equation and transferring the corresponding homoge-
neous second-order differential equation into a modified Bessel
differential equation. A particular solution to the inhomogeneous
equation can be found with the variation-of-constants method,
and the inverse Laplace transformation finally reveals the desired
solution.

A.1. Laplace transformation

Performing a Laplace transformation in the time coordinate
to the diffusion Eq. (7) yields, with the boundary condition
limT→0 F(T ) = 0 and after some simplifications,

∂2G
∂z̃2
+
α + m

z̃
∂G
∂z̃
+

⎛⎜⎜⎜⎜⎝m(α − 1)
z̃2

− sz2
2

κ0z̃α

⎞⎟⎟⎟⎟⎠G =
−S1z2δ(z̃ − z̃0)
κ0z̃α

,

(A.1)

where

G(s) = L{F(T )} =
∞∫

0

F(T )e−sT dT (A.2)

is the Laplace transform of F(T ).

A.2. Homogeneous solution for α � 2

With the substitution

z̃(χ) =

( |2 − α|
2z2

√
κ0
s
χ

) 2
2−α
, α � 2 (A.3)

⇔ χ(z̃) =
2z2

|2 − α|
√

s
κ0

z̃
2−α

2 (A.4)

and

G(z̃) = z̃
1−α−m

2 G (χ(z̃)) , (A.5)

Eq. (A.1) transforms into

χ2 ∂
2G
∂χ2
+ χ
∂G
∂χ
−
⎡⎢⎢⎢⎢⎢⎣χ2 +

(
α − m − 1

2 − α
)2⎤⎥⎥⎥⎥⎥⎦G =

−
(

2
2 − α

)2 S1z2

κ0
δ(z̃ − z̃0)

( |2 − α|
2z2

√
κ0
s
χ

) 3−α+m
2−α
. (A.6)

The corresponding homogeneous equation

χ2 ∂
2H
∂χ2

+ χ
∂H
∂χ
−
⎡⎢⎢⎢⎢⎢⎣χ2 +

(
α − m − 1

2 − α
)2⎤⎥⎥⎥⎥⎥⎦H = 0 (A.7)

is the well known modified Bessel differential equation with the
two linearly independent solutions:

H1(χ) = I|ξ|(χ) (A.8)

H2(χ) = K|ξ|(χ) (A.9)

where

ξ =
α − m − 1

2 − α · (A.10)

Accordingly,

H1(z̃) = z̃
1−α−m

2 I| α−m−1
2−α |

(
2z2

|2 − α|
√

s
κ0

z̃
2−α

2

)
and (A.11)

H2(z̃) = z̃
1−α−m

2 K| α−m−1
2−α |

(
2z2

|2 − α|
√

s
κ0

z̃
2−α

2

)
(A.12)

form a fundamental system for the homogeneous differential
equation corresponding to Eq. (A.1):

∂2H
∂z̃2
+
α + m

z̃
∂H
∂z̃
+

⎛⎜⎜⎜⎜⎝m(α − 1)
z̃2

− sz2
2

κ0z̃α

⎞⎟⎟⎟⎟⎠ H = 0. (A.13)

A.3. Particular solution for α � 2

A particular solution to the inhomogeneous Eq. (A.1) can be
found with the variation-of-constants method. According to this
method two functions u1(z̃) and u2(z̃) exist, that solve the linear
equation system:

u1(z̃)

(
H1(z̃)
H′1(z̃)

)
+ u2(z̃)

(
H2(z̃)
H′2(z̃)

)
=

(
0

− S1z2
κ0 z̃α δ(z̃ − z̃0)

)
. (A.14)

The solutions are

u1(z̃) =
S1z2

κ0z̃α
δ(z̃ − z̃0)

1
w

H2(z̃) (A.15)

u2(z) = −S1z2

κ0z̃α
δ(z̃ − z̃0)

1
w

H1(z̃) (A.16)

where w is the Wronskian

w = H1(z̃)H′2(z̃) − H′1(z̃)H2(z̃) = −2 − α
2

z̃−m−α. (A.17)

A particular solution is given by

Gp(z̃) = U1(z̃)H1(z̃) + U2(z̃)H2(z̃), (A.18)

where U1(z̃) and U2(z̃) are integrals of u1(z̃) and u2(z̃).
For α < 2 we choose

Uα<2
1 (z̃) =

z̃∫
∞

u1(z̃′) dz̃′, (A.19)

Uα<2
2 (z̃) =

z̃∫
0

u2(z̃′) dz̃′, (A.20)

and the particular solution reads as

Gα<2
p (z̃) =

2S1z2z̃m
0

|2 − α|κ0
{

H2(z̃0)H1(z̃) for z̃ < z̃0
H1(z̃0)H2(z̃) for z̃ > z̃0.

(A.21)

For α > 2 we choose

Uα>2
1 (z̃) =

z̃∫
0

u1(z̃′) dz̃′, (A.22)

Uα>2
2 (z̃) =

z̃∫
∞

u2(z̃′) dz̃′, (A.23)

and the particular solution reads as

Gα>2
p (z̃) =

2S1z2z̃m
0

|2 − α|κ0
{

H1(z̃0)H2(z̃) for z̃ < z̃0
H2(z̃0)H1(z̃) for z̃ > z̃0.

(A.24)
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A.4. Inverse Laplace transformation

The general solution to the differential Eq. (A.1) is the superpo-
sition of the homogeneous solutions H1(z̃) and H2(z̃), plus the
particular solution Gp(z̃):

G(z̃, s) = c1(s)H1(z̃, s) + c2(s)H2(z̃, s) +Gp(z̃, s). (A.25)

The constants c1 and c2 can be determined by the chosen spatial
boundary conditions. We cannot find an inverse Laplace trans-
formation for the exponentially growing function H1(z̃, s) and
choose c1(s) = 0. Using the relation (5.16.42) from Erdelyi
(1954) for a > 0,

L−1
{√

s
ν+2n

Kν
(
2
√

as
)}
=

(−1)nn!
√

a
ν

2T n+ν+1
exp

(
− a

T

)
Lνn

( a
T

)
,

(A.26)

where Lνn(x) denotes the generalized Laguerre polynomials, we
find

Fn(z̃, T ) = z̃
1−m−α+(2−α)|ξ|

2

exp
(
− z2

2z̃2−α

(2−α)2κ0T

)
T n+|ξ|+1

L|ξ|n

⎛⎜⎜⎜⎜⎝ z2
2z̃2−α

(2 − α)2κ0T

⎞⎟⎟⎟⎟⎠ (A.27)

as homogeneous solutions to the differential Eq. (7). We now
perform an inverse Laplace transformation to the particular solu-
tion Gp(z̃, s). Utilizing the relation 5.16.56 from Erdelyi (1954),

L−1
{
Kν

([√
a +
√

b
] √

s
)

Iν
([√

a − √b
] √

s
)}
=

Iν
(

a−b
2T

)
e−

a+b
2T

2T
,

where�(a) > 0 and�(b) > 0 has to be fulfilled, we receive

Fp(z̃, T ) = L−1
{
Gα<2

p (z, p, s)
}
= L−1

{
Gα>2

p (z, p, s)
}

=
S1z2z̃m

0 (z̃z̃0)
1−α−m

2

|2−α|κ0T exp
(
−z2

2
z̃2−α+z̃2−α

0

(2−α)2κ0T

)
I|ξ|

(
2z2

2(z̃z̃0)
2−α

2

(2−α)2κ0T

)
· (A.28)

Every superposition

F(z̃, T ) = Fp(z̃, T ) +
∑

n

anFn(z̃, T ) (A.29)

is a solution of Eq. (7). A solution fulfilling the boundary con-
ditions (12)−(14) and (16) for α−m−1

2−α ≥ 0 is given by F(z̃, T ) =
Fp(z̃, T ). As an aside, we note that the particular solution is an
infinite sum of the homogeneous solutions (A.27):

Fp =
S1z2 z̃

2−α
2 (|ξ|−ξ)

0

|2 − α|κ0

⎛⎜⎜⎜⎜⎝ z2
2

(2 − α)2κ0

⎞⎟⎟⎟⎟⎠|ξ| ∞∑
n=0

( −z2
2 z̃2−α

0

(2−α)2κ0

)n

Γ(n + |ξ| + 1)
Fn. (A.30)

Appendix B: solution of the focused diffusion
equation for α = 2

For α = 2 the Laplace transformed focused diffusion Eq. (A.1)
reads as

∂2G
∂z̃2
+

2 + m
z̃
∂G
∂z̃
+

⎛⎜⎜⎜⎜⎝m − sz2
2

κ0

⎞⎟⎟⎟⎟⎠ G
z̃2
= −S1z2

κ0z̃2
δ(z̃ − z̃0). (B.1)

With the ansatz

H(z̃) = z̃k (B.2)

we find the corresponding homogeneous solutions:

H1(z̃) = z̃

√
sz2

2
κ0
+( 1−m

2 )2− m+1
2 (B.3)

H2(z̃) = z̃
−
√

sz2
2
κ0
+( 1−m

2 )2− m+1
2 . (B.4)

Again, a particular solution can be found utilizing the variation-
of-constants method:

u1(z̃)

(
H1(z̃)
H′1(z̃)

)
+ u2(z̃)

(
H2(z̃)
H′2(z̃)

)
=

(
0

− S1z2

κ0 z̃2 δ(z̃ − z̃0)

)
. (B.5)

The solutions for this linear system of equations are

u1(z̃) =
S1z2

κ0z̃2
δ(z̃ − z̃0)

1
w

H2(z̃) (B.6)

u2(z) = −S1z2

κ0z̃2
δ(z̃ − z̃0)

1
w

H1(z̃) (B.7)

with the Wronskian:

w = H1(z̃)H′2(z̃) − H′1(z̃)H2(z̃) = −2z̃−m−2

√
sz2

2

κ0
+

(
1 − m

2

)2

·
(B.8)

A particular solution for Eq. (B.1) is therefore given by

Gp(z̃) = U1(z̃)H1(z̃) + U2(z̃)H2(z̃), (B.9)

where U1(z̃) and U2(z̃) are integrals of u1(z̃) and u2(z̃).
If we choose

U1(z̃) =

z̃∫
∞

u1(z̃′) dz̃′, (B.10)

U2(z̃) =

z̃∫
0

u2(z̃′) dz̃′, (B.11)

the particular solution reads as

Gp(z̃) =
S1z2 z̃0

m

2κ0

√
sz2

2
κ0
+
(

1−m
2

)2

{
H2(z̃0)H1(z̃) for z̃ < z̃0
H1(z̃0)H2(z̃) for z̃ > z̃0

=
S1z2 z̃m

0 (z̃z̃0)−
m+1

2

2κ0

√
sz2

2
κ0
+
(

1−m
2

)2

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(

z̃
z̃0

)√ sz2
2
κ0
+( 1−m

2 )2

(
z̃
z̃0

)−√
sz2

2
κ0
+( 1−m

2 )2
. (B.12)

Using the relation (5.6.6) from Erdelyi (1954)

L−1

{
1√

s
e−
√

a
√

s

}
=

1√
πT

e−
a

4T for �(a) ≥ 0 (B.13)

we find

F(z, p, t) = L−1
{
Gp(z, p, s)

}
=

S1z̃m
0 (z̃z̃0)−

m+1
2

2
√
πκ0T

exp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝− (1 − m)2κ20T 2 + ln
(

z̃
z̃0

)2
z4

2

4κ0Tz2
2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (B.14)

as a solution for the time-dependent focused diffusion equation
for α = 2.
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