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[1] Electron phase‐space holes (EHs) are indicators of nonlinear activities in space
plasmas. Most often they are observed as electrostatic signals, but recently Andersson et al.
[2009] reported electromagnetic EHs observed by the THEMIS mission in the Earth’s
plasma sheet. As a follow‐up to Andersson et al. [2009], this paper presents a model of
electromagnetic EHs where the dE × B0 drift of electrons creates a net current. The model
is examined with test‐particle simulations and compared to the electromagnetic EHs
reported by Andersson et al. [2009]. As an application of the model, we introduce a more
accurate method than the simplified Lorentz transformation of Andersson et al. [2009] to
derive EH velocity (vEH). The sizes and potentials of EHs are derived from vEH, so an
accurate derivation of vEH is important in analyzing EHs. In general, our results are
qualitatively consistent with those of Andersson et al. [2009] but generally with smaller
velocities and sizes.

Citation: Tao, J. B., et al. (2011), A model of electromagnetic electron phase‐space holes and its application, J. Geophys. Res.,
116, A11213, doi:10.1029/2010JA016054.

1. Introduction

[2] In their original work, Bernstein et al. [1957] solved the
exact one‐dimensional, stationary Vlasov‐Poisson system
and demonstrated that an arbitrary traveling wave solution
could be constructed with an appropriate distribution function
of particles trapped in the potential‐energy troughs. Even for
the small‐amplitude limit, they revealed that the trapped‐
particle distribution function does not possess an expansion in
integral powers of the amplitude of the electrostatic potential
as in conventional linearized theory, but rather one in half‐
integral powers. This special nonlinear nature of the trapped‐
particle distribution function was emphasized by the authors.
Because of their fundamental work, a wave mode due to the
nonlinear balance between the electrostatic potential and
trapped particles is now often called a BGK mode. Along

their derivation, they developed a framework to construct an
exact solution to the stationary Vlasov‐Poisson system by
prescribing an arbitrary potential structure and then solving
for the trapped‐particle distribution function accordingly.
This framework is now called the BGK method.
[3] Electron phase‐space holes (EHs) first were discov-

ered in early numerical simulations of electron two‐stream
instabilities and interpreted as a BGK mode [Roberts and
Berk, 1967; Morse and Nielson, 1969]. Specifically, an EH
is considered a purely nonlinear kinetic structure resulting
from the self‐consistent balance between a positive unipolar
potential structure and an electron distribution that includes
trapped particles.
[4] Since being discovered, EHs have been studied exten-

sively. When presenting a statistical study of properties of
small‐amplitude electron phase‐space holes observed by the
POLAR mission in the high‐altitude magnetosphere, Franz
et al. [2005] provided a detailed historical review of the
studies on EH, including numerical simulations [e.g., Omura
et al., 1996; Newman et al., 2001; Oppenheim et al., 2001],
laboratory experiments [Lynov et al., 1979; Saeki et al., 1979],
theoretical investigations [e.g., Dupree, 1982; Collantes and
Turikov, 1988], and space observations [e.g., Matsumoto
et al., 1994; Ergun et al., 1998a; Cattell et al., 1999, and
references therein]. More observations and experiments of
EHs were reported recently [Cattell et al., 2005; Retinò et al.,
2006; Deng et al., 2006; Pickett et al., 2009; Khotyaintsev
et al., 2010; Hashimoto et al., 2010; Fox et al., 2008;
Lefebvre et al., 2010].
[5] Numerical simulations have shown that the generation

mechanisms of EHs generally fall into two categories:
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electron‐electron beam instabilities, with two [e.g., Omura
et al., 1996; Singh et al., 2000] or more components [e.g.,
Lu et al., 2005], and current‐driven (Buneman) instabilities
[e.g., Singh and Schunk, 1982; Drake et al., 2003; Goldman
et al., 2008; Che et al., 2009, 2010]. In the latter case, EHs
could result directly from the nonlinear evolution of the
Buneman instability [e.g., Drake et al., 2003] or from a
secondary process, namely, double layers, driven by the
Buneman instability [e.g., Singh and Schunk, 1984; Singh
et al., 1987; Newman et al., 2001, 2008]. In any case, a
pre‐existing electron beam, either from initial conditions
[e.g.,Miyake et al., 1998; Umeda et al., 2006] or accelerated
by other processes in the simulations like double layers [e.g.,
Singh, 2000; Newman et al., 2001] or magnetic reconnection
[Drake et al., 2003], is presented as a free‐energy source for
the instabilities. In space plasmas, electron beams most often
are from nonlinear, energetic processes, making EHs an
excellent indicator of such processes.
[6] EHs most often are observed as localized electrostatic

signals with no observable magnetic field signal. However,
some auroral observations [Mozer et al., 1997; Ergun et al.,
1998a, 1998b] showed EHs with both electric field and
magnetic field signals. In these papers, the magnetic field
signal associated with EHs were assumed to be in the
perpendicular direction. (The terms “parallel” and “per-
pendicular” are with respect to the ambient magnetic field
throughout this paper except as otherwise noted.) Ergun
et al. [1998a, 1998b] interpreted the magnetic field sig-
nal as the Lorentz transformation of the perpendicular elec-
tric fields of a rapidly moving electrostatic EH. Recently,
Andersson et al. [2009] reported THEMIS [Angelopoulos,
2008] observations of electromagnetic EHs in the plasma
sheet. One uniqueness of their observations is that those
electromagnetic EHs have magnetic field signals in both the
perpendicular and parallel components. As in work by Ergun
et al. [1998b, 1998a], Andersson et al. [2009] concluded that
the perpendicular magnetic field signal primarily resulted
from the Lorentz transformation of the perpendicular electric
fields of the EHs. As for the parallel magnetic field signals,
they interpreted them as results from the dE × B0 drift of
electrons passing through the EHs, where dE is the electric
field of EHs, and B0 is the ambient magnetic field. (Elec-
tromagnetic fields are reference‐frame dependent. In this
paper, we generally use primed symbols, such as dE′ and dB′,
to indicate electromagnetic fields in the EH frame, and non‐
primed symbols, such as dE and dB, to indicate those in the
spacecraft frame. Strictly speaking, the dE in dE × B0 drift
should be dE′. However, we use the expression dE × B0 for
the ease of notation throughout this paper.)
[7] The dE × B0 drift associated with EHs in magnetized

plasmas have been discussed in a few theoretical papers
[Terry et al., 1990; Jovanovic and Horton, 1993; Chen and
Parks, 2002]. Both Terry et al. [1990] and Jovanovic and
Horton [1993] considered EHs with sizes larger than the
ion gyroradius and velocities between the ion and electron
thermal velocities using the drift kinetic approximation in
which ions are subject to the electromagnetic fields of EHs.
Chen and Parks [2002] considered 3‐D EHs with sizes much
larger than the electron gyroradius and velocities much larger
than the ion thermal velocity in magnetized plasmas. They
argued that the ion dynamics could be ignored in that cir-
cumstance and that the dE × B0 drift of electrons would not

affect the BGK equilibria in EHs assuming an azimuthal
symmetry for the EHs. In these papers, the magnetic field
signals were not specifically studied, possibly because there
had not been observations or simulations to motivate theo-
retical work. In a later paper, Umeda et al. [2004] demon-
strated magnetic field signals of EHs resulting from dE × B0

drift of electrons in 2‐D electromagnetic PIC simulations. In
work by Umeda et al. [2004], the perpendicular magnetic
field signals primarily resulted from the dE × B0 drift of
electrons as they did not take into account the Lorentz‐
transformation effect. Generally, although 3‐D EHs in mag-
netized plasmas have been investigated to some extent, a
comprehensive 3‐D perspective of electromagnetic EHs as
reported by Andersson et al. [2009] is still missing. In this
paper, we present a 3‐D model of electromagnetic EHs to
fill this gap.
[8] In our model, a perturbation magnetic field is induced

by a current from the dE × B0 drift of electrons passing
through the EH. One key question is whether such a current
could be established. The E × B drift does not necessarily
result in net current if both ions and electrons are subject to
this drift. However, we show that, at certain time scale, only
electrons but not ions can establish the dE × B0 drift current.
[9] Assuming the perpendicular magnetic field compo-

nents from dE × B0 drift of electrons could be ignored,
Andersson et al. [2009] derived the velocities relative to
the spacecraft of EHs (vEH) with a simplified Lorentz
transformation:

�By � þ vEH
c2

�Ex ð1Þ

�Bx � � vEH
c2

�Ey ð2Þ

where dBx, dBy, dEx and dEy are perpendicular field
components of EHs in Field Aligned Coordinates (FAC),
c is the speed of light, and vEH is assumed to be in the z
direction (along B0). Although this derivation gives a
rough estimate of the EH velocity, it has not been
examined in detail. One difficulty is that the observations
show that the dEx(dEy) signal and the dBy(dBx) signal do
not always peak simultaneously as they should according
to equations (1) and (2). However, this misalignment can
be explained if the contribution from the dE × B0 drift of
electrons to dBx and dBy is not negligible. As such, we
develop a more accurate method to derive vEH that takes
into account the perpendicular magnetic field components
from dE × B0 drift of electrons. The mean vEH from this
new method is ∼20% smaller compared to that of
Andersson et al. [2009], although this new method pro-
duces qualitatively consistent results with those previously
reported.
[10] The organization of the rest of this paper is as follows.

In Section 2, we provide a brief review of the observations of
the electromagnetic EHs reported by Andersson et al. [2009].
In Section 3, we present a detailed description of our model
including the underlying assumptions of the model. In
Section 4, we investigate the formation of the dE × B0 drift
current of charged particles passing through an EH with test‐
particle simulations. In Section 5, we introduce a more
accurate method for deriving vEH. We then re‐derive the
velocities, potentials, and parallel sizes with this newmethod,
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and show some EH examples in Section 6. This paper is
finalized with a section of discussion and a summary.

2. Review of Observations

[11] Andersson et al. [2009] reported electromagnetic EHs
that were observed by the THEMIS probe A in the plasma
sheet at (xGSM ∼ −6.0 RE, yGSM ∼ 7.4 RE, zGSM ∼ −1.6 RE) on
March 28th, 2008. These electromagnetic EHs are within a
∼16 s “wave burst” from 11:14:41 UT to 11:47:57 UT. The

term “wave burst” refers to THEMIS field data with high
temporal resolution (sampled at ∼8 kHz or ∼16 kHz) on short
durations (] 20 s). There were no time delays observed in the
individual voltage signals from the electric field instrument,
so the EHs had speed greater than 1000 km/s. During the
event, the magnitude of the ambient magnetic field (B0) is
∼50 nT, the plasma number density (n0) is ∼0.02 cm−3, the
ion temperature (Ti) is ∼3 keV, the parallel electron tem-
perature (Tek) is ∼8 keV, and the perpendicular electron
temperature (Te?) is ∼5 keV. The particle measurements
are based on the on‐board THEMIS electrostatic analyzer
(ESA) which measures electrons and ions with energy less
than ∼30 keV [McFadden et al., 2008a]. For this particular
event, there is noticeable ion differential energy flux
reaching the upper energy limit of the ESA instrument,
indicating that the ion temperature may be underestimated
[McFadden et al., 2008b]. The uncertainties of the particle
measurements are within 25%.
[12] Figure 1 shows ∼0.2 s of the electromagnetic per-

turbations dE and dB (filtered from ∼5 Hz to ∼3.3 kHz;
sampled at 8192 Hz) from the ∼16s wave burst. The data are
in Field‐Aligned Coordinates (FAC) which are based on the
DC magnetic field data from the THEMIS Fluxgate Mag-
netometer [Auster et al., 2008]. The dE signals are from the
THEMIS Electric Field Instrument [Bonnell et al., 2008],
while the dB signals are from the THEMIS Search Coil
Magnetometer [Roux et al., 2008]. The x and y components
are perpendicular to B0. The solitary spiky bipolar dEk
signals shown in Figure 1a are defining signatures of EHs
[e.g., Matsumoto et al., 1994; Ergun et al., 1998a] used to
search for EHs in observations. One can see that the
polarities of dEk of these EHs are identical, indicating that
they are traveling in the same direction and are likely from
the same source. These electromagnetic EHs have positive,
unipolar dBk signals with amplitudes up to ∼0.2 nT, as
shown in Figure 1b. Figures 1c–1f show that the dEx and
dBy signals are correlated while the dEy and dBy signals are
anti‐correlated for these electromagnetic EHs. The ampli-
tudes of all three dE components of EHs are unusually large
(up to ∼100 mV/m) compared to most THEMIS observa-
tions and Cluster observations [Cattell et al., 2005; Pickett
et al., 2004] in the Earth’s plasma sheet.
[13] By fitting the EH signals with a Gaussian profile and

using the corresponding Gaussian amplitude, Andersson
et al. [2009] applied the simplified Lorentz transformation
to obtain that vEH ∼ 108 m/s, Lk ∼ 100 km, mean DF ∼ 3 kV
and maximum DF ∼ 10 kV, where DF is the amplitude of
EH potentials along the spacecraft track. In addition, they
argued that the shape of those EHs was likely to be elongated
based on the fact that some of the electromagnetic EHs have
DEx or DEy greater than DEk, where DEx and DEy are the
peak amplitudes of dEx and dEy signals of EHs respectively,
and DEk is the half peak‐to‐peak difference of dEk signal of
EHs. (In this paper, we generally use the lower‐case delta (d)
to indicate a full field signal as a function of time or space,
and the upper‐case delta (D) to indicate the peak amplitude
except as otherwise noted.)

3. Model Description and Formulation

[14] In this section, we describe a 3‐D model of electro-
magnetic EHs and formulate it based on a cylindrically

Figure 1. ∼0.2 s of high temporal resolution data of electro-
magnetic perturbation dE and dB (filtered from ∼5 Hz to
∼3.3 kHz; sample rate 8192 s−1) from a ∼16 s wave burst.
The data are plotted in Field‐Aligned Coordinates (FAC).
(a and b) The subscript k indicates that the corresponding
component is of the same direction of B0. x and y compo-
nents are perpendicular to B0. The two dashline boxes group
(c) dEx and (d) dBy, (e) dEy and (f) dBx together respectively
because the two components of each group are related by the
simplified Lorentz transformation (equations (1) and (2)).
(Similar to Figure 2 of Andersson et al. [2009].)
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symmetric Gaussian potential profile (same as Chen et al.
[2004])

F ¼ F0e
� r2

2l2?e
� z2

2l2k ; ð3Þ

where F0 is the central potential of the EH, r and z are
cylindrical coordinates corresponding to the FAC (r =ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
), and l?(lk) is the half perpendicular(parallel) size

of the EH (L? = 2l?, Lk = 2lk).
[15] Two assumptions are made for the model.
[16] 1. Only electrons but not ions can establish a dE × B0

drift current when passing through an EH. This is valid for
tce ] dt � tci and re � L? � ri where dt is the transit
time of an EH bypassing the spacecraft, tce(tci) the electron
(ion) gyroperiod, and re(ri) the electron(ion) gyroradius.
The justification of this assumption for the electromagnetic
EHs reported by Andersson et al. [2009] is addressed in
Section 4.
[17] 2. The electron density is assumed to be uniform.

This is valid for eDF
T � L2EH

�2
D

according to the Poisson’s
equation, where LEH is the scale size of the EHs, and T
and lD are the temperature and Debye length of the
background plasmas. As shown later, this condition is
satisfied for the electromagnetic EHs reported by Andersson
et al. [2009]. We note that this assumption is specifically
for simplifying the analytic formulation of the model.
Relaxing this assumption will not change the qualitative
nature of our model but make the formulation more
complex.
[18] Figure 2 illustrates the model in the EH frame.

Figures 2a and 2b are two cross‐sections of the EH model in

the FAC x‐y plane and x‐z plane respectively. The red areas
represent the EH. In Figure 2a, the black arrows represent
the electrostatic fields (dE′) from the electrostatic potential
of the EH, and the yellow dot‐circles represent the
ambient magnetic fields (B0) pointing out of the paper.
dE′ fields point radially outwards because the electrostatic
potential peaks positively at the center of the EH. The
blue arrows and symbols in Figures 2a and 2b, respec-
tively, represent the azimuthal current J� generated by the
dE × B0 drift of electrons. The black curved arrows
crossing the EH in Figure 2b represent the magnetic field
dB′ induced by J�. The dashed line in Figure 2b repre-
sents an imaginary spacecraft track, and the small object
below it represents the spacecraft (SC). One can see that
the parallel component of dB′ in our model is predomi-
nantly of the same direction of B0, and hence the spacecraft
should mostly record positive unipolar dBk structures as
shown in Figure 1.
[19] Given equation (3), one obtains dE′ and J� as

�E′ ¼ �rF ¼ r

l2?
Fr̂þ z

l2k
Fẑ; ð4Þ

J� � �en0
�E′� B0

B2
0

¼ en0r

B0l2?
F�̂; ð5Þ

where r̂, ẑ, and �̂ are the unit vectors of the cylindrical
coordinate system. dB′ is obtained with the Biot‐Savart law
[Jackson, 1998a]

�B′ xð Þ ¼ �0

4�

Z
J� x′ð Þ � x� x′

jx� x′j3 d
3x′

¼ en0�0

B04�

Z
x′

l2?
F�̂� x� x′

jx� x′j3 d
3x′ ð6Þ

In general, numerical integration is required to obtain dB′
from equation (6) for an arbitrary location inside the EH.
However, the central dB′ can be obtained analytically as

�B′ r ¼ 0; z ¼ 0ð Þ ¼ eF0�0n0
B0

g l?=lk
� �

ẑ ð7Þ

Figure 2. A qualitative illustration of our EH model in the
EH frame showing the cross‐sections in the FAC (a) x‐y
plane and (b) x‐z plane respectively where the red areas rep-
resent the EH. In Figure 2a, the black arrows represent the
electrostatic fields dE′ from the electrostatic potential of
the EH, and the yellow dot‐circles represent the ambient
magnetic fields B0 pointing out of the paper. The blue
arrows and symbols in Figures 2a and 2b respectively repre-
sent the azimuthal current J� generated by the dE × B0 drift
of electrons. In Figure 2b the black curved arrows crossing
the EH represent the magnetic field dB′ induced by J�. The
dashline in Figure 2b represents an imaginary spacecraft
track, and the small object below it represents the spacecraft
(SC).

Figure 3. The geometric factor g as a function of l?/lk.
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where

g l?=lk
� � ¼ Re

1� l2?
l2k
þ l2?

l2k
arccos

lk
l?

� � ffiffiffiffiffiffiffiffiffiffiffiffi
l2?
l2k
� 1

r

1� l2?
l2k

� �2

2
6664

3
7775 ð8Þ

Note that the dimensionless factor g only depends on the
ratio l?/lk which characterizes the shape of the EH and
hence is called a geometric factor. Figure 3 shows the
behavior of g as a function of l?/lk.

4. Formation of dE × B0 Drift Current

[20] A key assumption to the model is that only elec-
trons but not ions could establish a dE × B0 drift current
when passing through an EH. Since the dE × B0 drift
current stems from the gyromotion of charged particles,
establishing the ion current requires that the perpendicular
size of the EH is large enough to contain enough gyro-
orbits and that the transit time of ions through the EH is a
significant fraction of the gyroperiod. The transit time
through an EH is approximately equal to the duration of
the EH in the satellite data. For the electromagnetic EHs
in the ∼16s wave burst, the transit time is ∼1 ms, and the
ion gyroperiod is ∼1 s, so it is reasonable to neglect the
ion current in this case. On the other hand, the corre-
sponding electron gyroperiod (∼1 ms) is very close to the
transit time. It is not clear if the electrons could establish
a dE × B0 drift current in this timescale. To address this
issue, we investigate the formation of the dE × B0 drift
current of charged particles passing through an EH with
test‐particle simulations. As discussed by Chen and Parks
[2002], the dE × B0 drift of electrons does not substan-
tially affect the BGK equilibrium of an 3‐D EH in

magnetized plasmas. Therefore, a test‐particle simulation
model is appropriate for this investigation.

4.1. Simulation Model

[21] The test‐particle code we have developed is a 2‐D,
particle‐in‐cell (PIC) code, in which we use the widely
used Boris method to update particle velocities and a
first‐order shape function to obtain the current density on
the grid [see Birdsall and Langdon, 1985]. Particles are
initialized with uniform density in the x‐y plane plane
outside the EH and moving toward it with Maxwellian
velocity distributions in vx and vy but with a uniform vk
(equivalent to vz). To cover a full distribution of vk, mul-
tiple runs are required.
[22] With periodic boundary conditions, the simulation

plane expands over a Nx × Ny = 100 × 100 grid with −L/2 ≤
x ≤ L/2 and −L/2 ≤ y ≤ L/2, where L is large enough to
completely cover the EH. The number of total particles is
20 million with ∼2000 per cell.

4.2. Simulation Results

[23] The major diagnostics of the investigation is the
maximum current density in the simulation plane (Jmax)
normalized by the theoretical maximum current density (J0)
according to equation (5). Jmax is calculated as the average
of the current density over the ring between r = l? − 0.1l?
and r = l? + 0.1l?, a region where the maximum dE × B0

drift current is expected.
[24] As mentioned earlier, multiple runs are required to

cover the full distribution of vk. The Jmax of a full distri-
bution of vk is calculated as

Jmax ¼
Z �∞

∞
Jmaxfk vk; vEH

� �
dvk; ð9Þ

where fk(vk; vEH) = 1ffiffiffiffiffiffiffi
2�v2t

p exp[− vkþvEHð Þ2
2v2t

], vt is the thermal

velocity of the particles, and Jmax is obtained from a single
simulation run.
[25] Figure 4 shows the effect of the transit time (dt)

with respect to the gyroperiod of the particles (tc) to the
formation of the dE × B0 drift current. dt is calculated by
Lk/vEH where Lk is 20 gyroradii of the particles. One can
see that the dE × B0 drift current quickly drops as dt
decreases when dt/tc is less than ∼0.5. When dt/tc ^ 1, the
simulation results approximately match the theoretical
results. The overshoot between dt/tc = 0.5 and dt/tc = 1 is a
phase effect indicating that the ensemble of particle gyro-
motions enhances the dE × B0 drift current in this time
range. For the EHs in ∼16s wave burst, the transit times
through the EHs are approximately equal to the electron
gyroperiod. According to Figure 4, we conclude that the
electron dE × B0 drift current could be established in those
EHs.

5. A More Accurate Method for Deriving vEH
[26] In this section, we examine the use of the Lorentz

transformation to derive vEH of the electromagnetic EHs in
the ∼16s wave burst and introduce a more accurate method
to derive vEH.

Figure 4. The effect of the transit time to the formation of
the dE × B0 drift current from test‐particle simulations. Jmax

is obtained in the perpendicular plane at the center of the
EH. J0 is the theoretical maximum of J� according to
equation (5). dt is the transit time through the EH, and tc
is the gyroperiod of particles.
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[27] The exact Lorentz transformation from the EH frame
to the spacecraft frame in FAC is the following (Jackson
[1998b], changed to SI)

�Ek ¼ �Ek′ �Bk ¼ �Bk′

�Ex ¼ � �E′x þ vEH�B′y
� �

�Bx ¼ � �B′x � vEH
c2

�E′y
� �

�Ey ¼ � �E′y � vEH�B′x
� �

�By ¼ � �B′y þ vEH
c2

�E′x
� � ð10Þ

where g = (1 − vEH
2 /c2)−1/2. Substituting the expressions of

dEx and dEy into the expressions of dBy and dBx respectively
and taking a weak relativity approximation (i.e., g ≈ 1), one
obtains

�Bx � �Bx′� vEH
�Ey

c2
ð11Þ

�By � �By′þ vEH
�Ex

c2
ð12Þ

(As shown later, the EHs in this paper are only weakly
relativistic.)
[28] As shown in Figure 2, the perpendicular components of

dB′, dB′x and dB′y, are typically bipolar along spacecraft tra-
jectories. As a superposition of dB′y (bipolar) and vEHdE′x/c

2

(unipolar), dBy can be an asymmetric bipolar signal with
one dominant peak, depending on the relative location of
the spacecraft trajectory inside the EH. A simple Gaussian‐
fit amplitude of such a structure to determine DBy can
overestimate vEHdE′x /c

2 and results in an overestimated vEH
with the simplified Lorentz transformation. So is the case

for dBx. To resolve this issue, we introduce a more accurate
method to derive vEH. In this method, the measured dBy

signals are fitted with the following linear model

�Bfit
y ¼ v

�Ex

c2
; ð13Þ

�Bfit
x ¼ �v

�Ey

c2
: ð14Þ

where v is an estimate of vEH, while the residue dBy
res (= dBy −

dBy
fit) and dBx

res( = dBx − dBx
fit) are an estimate of dB′y and dB′x

respectively. The two fits of vEH are combined by choosing the
one with a smaller uncertainty.
[29] Figure 5 shows an example of the linear fit. As an

estimate of dB′y and dB′x respectively, the bipolar feature of
dBy

res and dBx
res is consistent with our model. In addition, one

can see that the peak of dBy(dBx) differs from that of
dEx(dEy) as previously discussed.

6. Statistical Results of EH Velocities, Potentials,
Parallel Sizes, and EH Examples

[30] This section presents statistical results of the veloci-
ties, potentials, and sizes of the electromagnetic EHs in the
∼16s wave burst using the method introduced in Section 5.
[31] The first step of this work is to select EHs in the ∼16s

wave burst. The following criteria are applied in this step.

Figure 5. An example of the linear fit introduced in
Section 5, where t0 is 2008‐03‐28/11:14:48.0616 in the
x‐axis labels. (a) The observed dEx. (b) The observed dEy.
(c) The observed dBy (solid line), dBy

fit (black, dashed line),
dBy

res (red, dashed line). (d) The observed dBx (solid line),
dBx

fit (black, dashed line), dBx
res (red, dashed line).

Figure 6. Histogram of vEH.

Figure 7. (a) sv versus DE?. (b) sv versus DB?.
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[32] 1. The magnitude of each peak of the bipolar dEk
must be greater than 10 mV/m and three times the local
standard deviation that is calculated over a 201‐data‐point
window (25 ms).
[33] 2. The peak‐to‐peak interval of the bipolar dEk must

be less than 2 ms and greater than the local electron gyro-
period (≈0.71 ms).
[34] 3. The polarity of the bipolar dEk must be positive‐

then‐negative in time as shown in Figure 1a.
[35] 4.DE? must be greater than 50 mV/m, whereDE? is

either DEx(≡ max[dEx] − min[dEx]) or DEy(≡ max[dEy] −
min[dEy]), depending on which one produces a better fit.
[36] These selection criteria result in 54 EH samples from

the ∼16s wave burst. Each EH sample consists of 31 data
points (4 ms). In the above criteria, the first one makes
use of the solitary feature of EHs. The second one is to
make sure that only one EH is selected at a time as the peak‐
to‐peak interval of EHs (dt) is generally less than 1 ms in
this event, and that electrons can have sufficient time to
establish dE × B0 drift current as shown in Figure 4. The
third one ensures that the selected EHs travel in the same
direction and hence are likely from the same source. The
fourth one restricts the results with relatively small uncer-
tainties because increasing DE? can improve the goodness
of the linear fit model as shown by equations (11) and (12).

6.1. Velocity, Potential, and Parallel Size

[37] Figure 6 shows the distribution of the derived vEH.
The mean vEH is 0.83 × 108 m/s, roughly 20% less than that
of Andersson et al. [2009], which supports the argument that
the Gaussian‐fit method could result in an overestimation
when the perpendicular components of dB′ is not generally
negligible. From Figure 6 one can verify that g ≈ 1 is valid
for the EHs in the ∼16s wave burst.
[38] Figure 7 shows the relations of sv, uncertainty of

vEH, with DE? and DB? respectively, where DB? is
eitherDBx(≡max[dBx] −min[dBx]) orDBy(≡max[dBy] −min
[dBy]), depending on which one is selected to derive vEH. One
can see that the trend of sv decreasing as DE? increases is
relatively tighter than that as DB? increases. This trend dif-
ference is consistent with equations (11) and (12) because
increasing DE? immediately improves the goodness of the
linear fit model but increasing DB? does not necessarily
have that effect due to the existence of dB′x and dB′y.
[39] Once the velocity is derived, the potential and size of

an EH can be derived by fitting the dEk with the derivative
of a Gaussian [e.g., see Ergun et al., 1998b]. Figure 8 shows

the potentials and sizes of the 54 EHs. Because the fourth
selection criterion mentioned above confines the perpen-
dicular offset of the spacecraft trajectory through an EH
roughly in a region of large dE?, one can see that DF is
relatively centered around 3 kV. But DF can reach up to
∼9 kV occasionally, suggesting that the central potentials
of the EHs are mostly similar but can be very strong in a
few EHs. The mean of DF is ∼3.2 kV. Moreover, one
can see that the distribution of Lk is more concentrated
than that of DF, which confirms that the potential of the
EHs can be roughly described with a cylindrically sym-
metric Gaussian because in that situation Lk is roughly
independent on the perpendicular offset to the center of
an EH but DF is sensitive to that offset. The mean of Lk
is ∼68 km. Additionally, the perpendicular sizes of the
EHs are generally comparable to parallel sizes because the
measurements of DE? are generally comparable to those
of DEk.

Figure 8. Histograms of (a) EH potential DF and (b) par-
allel size Lk.

Figure 9. (a–f) An example of a slow EH, where t0 is
2008‐03‐28/11:14:54.1617 in the x‐axis labels. The dashed
line in Figure 9a is a fit of dk with the derivative of a Gauss-
ian. The formats of Figures 9e and 9f are the same as those
in Figures 5c and 5d, respectively. The velocity is 2.90 ×
107 m/s from the fit of dBy, and 2.85 × 107 m/s from the fit
dBx, with the first one chosen to be the final value because
its uncertainty is smaller.
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6.2. EH Examples

[40] Figure 9 shows a relatively slow EH with a velocity
of 2.90 × 107 m/s. The estimated potential and Lk are ∼1.4 kV
and ∼43 km respectively. With n0 = 0.02 cm−3, B0 = 50 nT,
and g = 0.5, our model in Section 3 gives DBk ] 0.055 nT
according to equation (7). The amplitude of dBz is difficult to
estimate in this case because of its irregular shape. However,
if one takes the range of the dBz (max[dBz] − min[dBz])
0.04 nT as an estimate of the amplitude of dBz, the
observation and the model is roughly in agreement. In the
figure, one can see that the dEx and dEy signals do not
peak at the center of the EH as they would in an ideal
cylindrically symmetric case. One possible reason is that
the transformation of the signals into FAC is not perfect,
due to the uncertainty in determining B0, so that there are
contributions left in dEx and dEy from the parallel com-
ponent. Another possibility is that the shape of this EH is
irregular so that the sizes of EH in x and y dimensions are
different. EHs with irregular shapes are not uncommon in
simulations [Lu et al., 2008]. Note that these two possi-

bilities are not exclusive. Both possibilities could contrib-
ute to the results shown in Figure 9.
[41] Figure 10 shows a relatively fast EH with a velocity

of 1.07 × 108 m/s. The estimated potential and Lk are
∼4.2 kV and ∼87 km respectively. The observed ampli-
tude of dBz is ∼0.09 nT as shown in Figure 10d. With the
same background parameters and assuming the perpen-
dicular offset of the spacecraft trajectory is roughly l?,
our model gives an estimate of DBz ∼ 0.1 nT, consistent
with the observation. One interesting fact in the figure is
that dBy is well fitted by dEx but dBx is not by dEy. This
suggests that dB′x is relatively more important than dB′y,
which further suggests that the size of EH in y dimension
is larger than in x dimension. (This can be understood from
Figure 2b. Imagine an extreme case that the y‐dimension size
of the EH is infinite, in which dB′y would be zero.) Addi-
tionally, the irregularity of the internal structure of the EH
can contribute to the results. However, it is difficult to infer
such an irregularity based on a single spacecraft crossing.
[42] In addition to the 54 EH samples, we fortunately

found a relatively clean center‐crossing (small DE? and
large DEk) EH example as shown in Figure 11. The esti-

Figure 10. An example of a fast EH, where t0 is 2008‐03‐
28/11:14:48.2664 in the x‐axis labels. The format is the
same as Figure 9. The velocity is 1.07 × 108 m/s from the
fit of dBy, and 0.53 × 108 m/s from the fit dBx, with the first
one chosen to be the final value because its uncertainty is
smaller.

Figure 11. An example of central EH crossing, where t0 is
2008‐03‐28/11:14:48.4716 in the x‐axis labels. The format
is the same as Figure 9. The final estimated velocity is 8.7 ×
107 m/s from dBx and dEy.
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mated potential is ∼4.8 kV, which is higher than the
average value shown in Section 6.1 as expected, and the
size ∼59 km. The observed amplitude of dBz is roughly
0.15 nT, and our model gives an estimate 0.19 nT without
a perpendicular offset correction. Considering the uncer-
tainties in the perpendicular offset and the EH shape, the
model and the observation are in a fairly good agreement.

7. Discussion

[43] The use of our model is limited to the following
conditions. First, no ion dE × B0 drift current is established.
Second, the transit time through the EH is comparable to or
greater than the local electron gyroperiod and the perpen-
dicular size of the EH must be much greater than the local
electron gyroradius. (Given the background electron gyro-
radius re ≈ 3.4 km, one can verify that the perpendicular
sizes of the EHs in the ∼16s wave burst were much larger
than the local electron gyroradius.) In observations, the
relation between the transit time and the electron/ion gyro-
periods usually can be determined directly. Unfortunately,
the size of EHs is generally not easy to estimate. For rela-
tively slowly moving EHs, one can use the time delay
method [Franz et al., 1998] to determine vEH and eventually
estimate L?. Modern instruments can determine vEH over
1000 km/s with this method. For fast‐moving EHs, if there
are noticeable unipolar dBk signals associated with EHs, it
is likely that the electron dE × B0 drift currents are estab-
lished in the EHs.
[44] One assumption we made in Section 3 is that the

density is uniform. As mentioned earlier, this is valid for
eDF
T � L2EH

�2D
. Because the size of the EHs are derived inde-

pendently on this assumption, one can use the results from
Section 6.1 to verify the assumption. With T ∼ 5 keV, DF ∼
3.2 kV, LEH ∼ 70 km, lD ∼ 4 km, one gets eDF/T ∼0.64 and
LEH
2 /lD

2 ∼ 300. Therefore, the condition for the uniform
density assumption is well satisfied.
[45] Du et al. [2011] recently reported 2‐D electromagnetic

simulations of EHs. In their simulations, B0 was along x axis
and the computation was carried on the x‐y plane. They found
unipolar dBx and bipolar dBy perturbations from the dE × B0

drift of electrons, which strongly supports our model.

8. Summary

[46] In this paper, we introduced a model of electromag-
netic EHs where the dE × B0 drift of electrons creates a net
current. Then we examined the formation of the dE × B0

drift current in an EH and demonstrated that a net current
from electron dE × B0 drift could be established in the
electromagnetic EHs reported by Andersson et al. [2009].
Then, we introduced a more accurate method to derive vEH.
We re‐derived vEH with this method for the ∼16s wave burst
and concluded that the vEH of Andersson et al. [2009] was
overestimated by ∼20%. The potentials and sizes of those
EHs were re‐derived accordingly. We propose the use of the
more accurate method for future studies.
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