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INTRODUCTION 

The following notes outline a strawman error budget for key imaging-related items on HESSI.  The budget was developed ONLY for the finest grids.  It is important to note that some, but not all, of the budget items will be dependent on the resolution of the grids.  Items that are not expected to contribute significantly to the overall error budget have been lumped together under 'miscellaneous' categories.  The analysis is limited to consideration of the first moments only of the error distribution and their effects.  Except where indicated, quoted tolerances should be interpreted as 1 values.  Also, where such distinctions are relevant, the calculations refer to "low" energies, in a background-dominated regime.  Third harmonic effects are not considered. 

Following the 1990 formalism developed for HEIDI, we will express the effect of hardware errors in terms of their implications for "modulation efficiency", M, the ratio of the observed amplitude of the temporally modulated signal to that which would have been observed with a perfect instrument having opaque, zero-thickness grids of 50% transmission. 

In general, factors affecting modulation efficiency fall into two classes - those whose effect is equivalent to spatially smearing the image and those which affect the waveform of the modulated signal.  Their effects on modulation efficiency can be expressed in terms of a “smearing factor,” Fs, and a waveform factor, Fw.  The resulting modulation efficiency M is given by their product





Equation 1
The symbols and values used in this document are given in Table 1: 

Table 1. Symbols and values used for the fundamental instrument parameters that affect imaging.

	Parameter
	Symbol
	Assumed Value

	Grid separation 
	L
	1.5 m

	Grid pitch 
	P
	34 microns

	Grid slit width 
	A
	17 microns

	Grid thickness 
	T 
	0.055 mm

	Top grid active diameter
	Dt
	9 cm

	Bottom grid active diameter
	Db
	9 cm

	Detector diameter 
	Dd 
	7.1 cm

	Aspect System
	
	

	
Number of lens/diode arrays
	
	3

	
Pixel size (square)
	
	13 microns

	
Number of pixels
	
	2048

	
Readout interval
	
	4 ms


2. NUMERICAL IMPLICATIONS

2.1. Angular Resolution

As indicated in Figure 1 and Figure 2, the X-ray FWHM Angular Resolution = P/(2L). Using the parameter values given in Table 1,
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Figure 1. Schematic showing geometry that defines the angular resolution of a grid pair.
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Figure 2.
Transmitted flux as a function of the angle of the incident x-ray beam to the collimator axis. The FWHM angular resolution is indicated.

2.2. Field of View

The  “diameter” of the "full sensitivity" field of view (FOV) includes those incident directions for which the shadow of the top grid completely overlaps the detector.  From Figure 3, we see that this is given by the following expression:
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Figure 3. Schematic showing geometry that defines the full-sensitivity field of view.
2.3. Plate scale at lower grid
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2.4. Nominal diameter of solar image  

The nominal angular diameter of the Sun as seen from Earth orbit is 32 arcmin. Thus, the diameter of the solar image on the lower grid is determined from the above plate scale as follows:
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2.5. Aspect System Field of View   ******UPDATE NEEDED******

The HESSI aspect system consists of three lenses located on the top grid tray, each of which focuses a separate solar image on a corresponding linear diode array on the lower grid tray. This is in contrast to the HEIDI aspect system in which two crossed linear diode arrays were used under a single lens. In the HESSI design, the coverage ‘gap’ in the middle is eliminated.

The field of view of the aspect system is dependent on the relative position angles of the Sun and the aspect system axes and the number of crossings required.  Assuming two lenses and orthogonal diode arrays, and a requirement of four crossings, the field of view ranges from 11 to 22 arcminutes.  Relaxing the requirement to three crossings implies a field of view ranging from 16 to 22 arcminutes. Assuming three diode arrays, oriented at 0, 60 and 120 degrees, the field of view ranges from 16 to 32 arcmin for a minimum of three crossings.  (The performance of alternate array configurations should also be explored.) Note that the numbers given here were calculated for a separation between lenses and diode arrays of 1.7 m, not the 1.5 m baselined in the SMEX proposal.

Adopting the most conservative position, it can be stated that from the perspective of the aspect system, the requirement is that pointing must be maintained to within 11 arcminutes radially of Sun center.  Based on this, a 1 radial pointing error of 4 arcminutes is assumed in the calculations below. 

Consistent with this conservative assumption, we assume that the aspect system consists of two lenses and two orthogonal detectors which provide X and Y components of the aspect solution.  (Note that the pointing requirement could be relaxed if one assumed three arrays, but such an assumption would have TBD implications (both positive and negative) for the accuracy of the aspect solution. 

For the purposes of acquisition, the fine aspect system is effective up to a radial offset of 43 arcminutes, independent of whether 2 or 3 arrays are used. 

3. Smearing Factors

The analysis for the smearing factors is conducted by considering the angular distribution of a source that would produce the same modulation pattern through ideal grids as that seen through the actual grids.  Let this angular distribution of the source be F() where  is the angle from the mean direction.  Then, the standard deviation (), being the root mean squared (rms) deviation from the mean direction, is calculated using the following definition:





Equation 2
This expression comes from integrating the second moments of all the small areas F()d and equating that with the second moment of the total area under the curve of F() vs. .

3.1. Aspect Solution 

We consider now errors in the relative aspect solution (viz. over a time scale of the longest nominal image integration time, say 1000 s).  Note that for any detected photon, only one component of the aspect solution is relevant. Therefore, we consider only the one-dimensional error.  There are two principal factors which affect the relative aspect solution: 

3.1.1. Pixel Digitization     ***********UPDATE NEEDED**************

Assuming the simplest possible aspect readout scheme in which the first pixel that exceeds some threshold level is recorded for each limb (viz., similar to that used on HEIDI) and a 4-crossing geometry, then the position of each limb is digitized to 13 microns, or 1.79 arcsec.

In this case, we assume that the probability that the true limb position is anywhere within that pixel is the same and zero for all other angles as shown in Figure 1, i.e.,
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Figure 4.  Probability vs. digitized angle.

Then computing  in fractional pixels according to Equation 2, we obtain the following:




Since one pixel is equivalent to 1.79 arcseconds, 
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 Sun center is found from the average of two limb positions with a 1 error of 
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 The equivalent FWHM image smear is 
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Note that this error could be reduced by any of the following techniques:

(i) Temporal smoothing if justified by spacecraft motions

(ii) Interpolation amongst multiple pixels near the limb that are recorded after analog-to-digital conversion.

(iii) Using more arrays to detect more limb crossings.

3.1.2. Relative Roll 

If the source is displaced from the pointing axis, then errors in knowledge of the relative roll translate into errors in the aspect solution.  For an rms roll error of R arcminutes, and an rms source displacement component orthogonal to the slits of S arcminutes, the equivalent FWHM contribution, a (arcsec), to image smear is:



,

where the 2.35 converts  to FWHM and the /(180 x 60) converts from radians to arcminutes.

From Appendix B, we have S = 8.9 arcminutes.  Then an R = 1 arcminute rms relative roll error would cause 0.4 arcsec FWHM image smear. 

(Note that a 2.5-arcminute rms error in absolute roll would result in an azimuthal placement error distribution with 1 arcsec FWHM.)

3.1.3. Other Aspect Errors 

Other aspect-related factors which can be expected to be less important are knowledge of pixel location (assume a nominal 5 microns); the effect of pixel-to-pixel sensitivity variations (assume 10% and a sufficiently well-defined limb (the subject of a separate error budget) that maximum error is  one pixel (so that their effect can be eliminated by statistical self-calibration; spacecraft jitter on timescales <4 ms. Based on a rough scaling of HEIDI calculations, we arbitrarily allot an equivalent image smear of 0.3 FWHM arcseconds to these other aspect errors. 

3.2. Relative Twist 

If the relative orientation of the best-fit fore and aft grids differ in flight by an angle, r (arcmin), then the FWHM diameter of the equivalent smeared image is given by 
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Figure 4.
Probability vs. angle for a circular grid.

3.3. Grid Imperfections 

Assume an rms deviation, d, of aperture centroids from a linear model based on best-fit pitch and grid orientation. Then the fore and aft grids will each contribute an error equivalent to FWHM smearing of the source by:



 arcseconds,

where the 206265 converts from radians to arcseconds.  If d = 1.5 microns, then each grid contributes a FWHM of 0.48 arcsec or a combined contribution of 0.67 arcsec.

3.4. Grid Matching 
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Figure 5.
Illustration for calculating effect of mismatch.

The smearing effects of a difference in the mean pitch of the two grids can be determined by calculating the apparent source profile that would produce the same modulation pattern through perfectly matched grids. We assume that the best fit pitches of the fore and aft grids are in the ratio of (1+m):1, where m<<1 includes the effects of fabrication errors, thermal differences, and cosine effects due to mounting errors. Let the center slits in the top and bottom grids define the direction to the center of the source. Then the slit on the top grid that should be a distance x away will be a distance (1+m)x away [or (1-m)x]. The source will appear to be offset by an angle ( = mx/L (see Figure 5). This slit will contribute to the waveform in proportion to its length (assuming that the shadow of the top grid fully covers the bottom grid). The slit length is constant for square grids ( = D) but decreases with distance from the center for circular grids according to the relation, 

 (see Figure 7). 
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Figure 5. Schematic showing apparent source offset as a function of the distance x from the bottom grid centerline.
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Figure 6. Probability vs. angle and position on the bottom grid for circular grids.

The equivalent source profile is similar to the case for the digitization error for square grids and equal to that shown in Figure 6 for circular grids. Thus, we can use the 1/12 factor for square grids. We calculate the corresponding factor for circular grids using Equation 1 as follows:

First we calculate the sigma on probability distribution shown in Figure 6 in terms of the distance x from the center slit in the bottom grid, i.e.,
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From Dwight (1961 Tables of Integrals and Other Mathematical Data), p. 72, Equation 350.01, we have that 
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Since t = R when x = 0 and t = 0 when x = R, then the denominator for our expression for (x2 becomes
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For the numerator, Dwight, on p. 72, Equation 352.01 gives
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Thus, we have that 
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and 
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Then, for a circular subcollimator, the FWHM diameter of the equivalent smeared source is given by
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For m = 5.10-5 (10% of the pitch of the finest subcollimator), this implies a FWHM smearing of 0.29 arcsec.

Table 2. Summary of smearing related errors.

	Smearing Factor
	Value
	FWHM (arcsec) 

	Aspect pixel digitization
	13 microns
	0.86

	Relative roll
	1 arcmin rms
	0.4 

	Other aspect
	
	0.3 

	Relative twist
	20 arcsec
	0.56 

	Grid imperfections
	1.5 microns rms
	0.68

	Grid matching (m)
	1:5 10-5
	0.29 

	Quadratic sum (Q)
	
	1.36 


4. Smeared Width of a Point Source.

How is this smearing of the image related to the modulation amplitude?  The smearing of a point source results in a Gaussian distribution with a FWHM of Q.  When this Gaussian is scanned by the subcollimator, the amplitude of the first harmonic of the modulation pattern (similar to that shown in Figure 2 for a point source) is just the amplitude of that Fourier component that has a period of 2F.  Why 2F?  Because the nominal collimator resolution, F, was defined in Section 2.1 as just half the period, i.e., F = P/(2L).  The Fourier transform of a Gaussian is itself a Gaussian.  According to Champeney in Fourier Transforms and Their Physical Applications, the Fourier transform of the Gaussian function 

 is given by the relation





Equation 3.
Here, x can be considered as the angle from the direction to the point source being considered.  The parameter y is then the angular frequency of the first harmonic of the probability distribution on the sky for the collimator pair being considered, i.e., the distribution that gives the probability that a given photon could have come from any particular direction perpendicular to the slits and relative to the direction to the point source.  In our case, this probability function is given by the relation 





Equation 4
The amplitude of the modulation is then found by determining the value of F(y) for an angular frequency, 

.

Relating the equations from Champeney to those of a normalized Gaussian, i.e.,





Equation 5
we see that 

 and 


Thus,

 = FS
= 


Equation 6

= 



 EMBED Equation.2  

Equation 7

= 


Equation 8
In our case, we have that Q = 2.35(.

Thus FS = 
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Equation 9
where F is the nominal collimator resolution.  In this case, with F = 2.34 arcsec and Q = 1.36 arcsec, we have Fs = 0.74. 

5. Waveform Factors

The second class of factors affects the waveform of the modulated signal.  Assume that each grid has a maximum transmission of "t" with no transmission through the slats. Then the observed amplitude is proportional to a "waveform factor" given by: 
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Note that as expected, this factor has its maximum value (= 1) when t = 0.5 and goes to zero when t = 0 or 1.  We first consider the effect of various instrumental factors on t, and then discuss how these factors combine. 

5.1. Camber

Camber describes the grid distortion in which the slats are curved over their thickness (((((.  Assume that the maximum displacement, compared to plane slats, is given by “c.” Then for on-axis sources, t is reduced by an amount, c/P. 

5.2. Venetian Blinding

Venetian blinding describes the grid distortion in which the normal to the slats is not orthogonal to the normal to the overall grid structure, //////.  Assume that the location of the center of the slits at the top of the grid is displaced orthogonal to the optical axis by “v.”  Then for on-axis sources, t is reduced by an amount, v/P. 

5.3. Slit Width

Bar width variations describes the grid imperfection in which the width of the slits differs from the nominal value by an average of “s.”  Note that it is assumed that the pitch is correct.  Then t is changed by an amount, s/P. 

5.4. Tilt
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Figure 8.  Reduction in throughput due to tilt.

Tilt summarizes all effects by which the normal to a grid is not parallel to the optical axis.  It includes mounting errors of the grids on the grid trays, grid trays on the alignment tube, bending of the tube, etc.  Let the amount of tilt be “i” radians.  Then, as shown in Figure 5, for on-axis sources, the throughput is reduced by iT for each slit or, when expressed as a fraction of the pitch and the tilt is given in arcminutes, then t is reduced by an amount
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[image: image40.wmf]For the finest grids with P=34 microns and T =55, t = 0.003 for a tilt i = 6 arcminutes.

5.5. Source Location

Similarly to the effect of tilt, for a source located "L" arcminutes off-axis orthogonal to the position angle of the grids, the transmission will be reduced by 

.

For flares, assuming no directivity, the rms (solar) east-west displacement is 11.3 arcminutes.  The rms (solar) north- south displacement is about 4 arcminutes.  Therefore, the rms radial displacement is 12 arcminutes.  Averaged over a rotation, the rms displacement orthogonal to the grids, L = 8.9 arcminutes with a resulting reduction in transmission of t = 0.004.

5.6. Pointing Error

Let "E" be the rms pointing error in the dimension orthogonal to the position angle of the grids.  For a source located at Sun-center this reduces the transmission by an amount, 

.  Each component of the rms pointing error is 4 arcminutes. 

5.7. Combined Effects of Waveform Factors

The waveform errors combine in a more complex manner than do the source smearing errors.  Ignoring camber for the moment, the first thing to note is that it is the algebraic sum of the sense of the errors that is relevant.  (For example, a grid tilt can cancel the effects of a source displacement.)  Therefore, it is appropriate to compute the quadrature sum of the corresponding changes to t.  The resulting transmission is the original t less the magnitude of the change. 

Camber is an exception.  Provided camber is sufficiently small, its effects are effectively “shadowed,” and camber can be explicitly ignored.  Assuming a circular camber profile, this condition is met if the effect of camber on "t" is less than 0.25 times the net effect of all the other sources) 

Table 3. Summary of waveform factors.

	Waveform Factor
	Magnitude
	Effect on Transmission

	Camber
	c = 1 micron
	0.015 

	Venetian Blinding
	v = 2 microns
	0.059

	Slit Width
	s = 1.5 microns
	0.044

	Tilt
	I = 6 arcmin
	0.003

	Source Location
	L = 8.5 arcmin
	0.004

	Pointing error
	E = 4 arcmin
	0.002

	RMS change in transmission "t"
	
	0.07

	Nominal "t"
	20 microns / 34 microns
	0.59 

	Resulting "t"
	nominal - change
	0.52 

	Waveform Factor, Fw 
	0.996 


6. Resulting Modulation Efficiency 

With the foregoing strawman error budget, we have Fs = 0.76 and Fw = 0.96 so that the overall modulation efficiency, 
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7. Appendices

Appendix A 

Calculation of FWHM of a Gaussian

Relation between the standard deviation ( of a Gaussian distribution and the full width at half maximum.  The expression for a normalized Gaussian (i.e., a Gaussian for which the area under the curve integrated from -( to +( is one) is as follows:





Equation 10
Where P(x) is the differential probability of obtaining a value between x and x + dx.  The amplitude of this distribution is given when x = 0, i.e., 





and the FWHM is twice the value of x when P = Pmax/2,

i.e., when 


Equation 11
Solving for x, we get that 


Equation 12



Equation 13
Thus, the FWHM = 2x = 


Equation 14
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Figure 6. Source distribution and equivalent Gaussian for a circular grid.
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Figure 7. Source distribution and equivalent Gaussian for a square grid.

Appendix B

Calculation of mean separation between Sun center and the direction to a flare.

Assume that the flares are distributed randomly in longitude (ℓ) with a mean absolute value of the latitude of 20(.  Figure 7 shows the geometry used to determine the mean angular separation between the flare direction and Sun center.
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Figure 7.  Geometry showing how a uniform distribution of flares in longitude is related to the observed distribution on the sky.

The number of flares per unit in longitude N(ℓ) is a constant C independent of longitude. From Figure 7 we see that N(l) is related to the number per unit in angle on the sky, x, by the relation 


N(x) dx = N(ℓ) dℓ = C dℓ.

Since x = r sin l, we have that 
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Thus, N(x)dx = C dℓ = 
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For simplicity, we assume the solar P and Bo angles are zero.

The radius of the Sun as seen from the Earth is 16 arcminutes. Thus, the radius at a latitude of 20( is 16 cos 20( arcmin = 15.0 arcmin. 

The expected distribution of flares is shown in Figure 8.
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Figure 8.  Distribution of flares as observed from the Earth for a uniform distribution in longitude at a latitude of 20(
The rms deviation ( of the flare angle from the central meridian is determined as follows:
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The NS location is 16 sin 20( = 5.5 arcminutes. Quadratically combining these two components with 1 sigma radial pointing error of 4 arcminutes yields an RMS flare displacement of 12.6 arcminutes.  The RMS displacement orthogonal to the slits, 
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