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a b s t r a c t

The dayside near-surface lunar plasma environment is electrostatically complex, due to the interaction
between solar UV-induced photoemission, the collection of ambient ions and electrons, and the presence
of micron and sub-micron sized dust grains. Further complicating this environment, although less well
understood in effect, is the presence of surface relief, typically in the form of craters and/or boulders.
It has been suggested that such non-trivial surface topography can lead to complex electrostatic poten-
tials and fields, including ‘‘mini-wakes’’ behind small obstacles to the solar wind flow and ‘‘supercharg-
ing’’ near sunlit-shadowed boundaries (Criswell, D.R., De, B.R. [1977]. J. Geophys. Res. 82 (7); De, B.R.,
Criswell, D.R. [1977]. J. Geophys. Res. 82 (7); Farrell, W.M., Stubbs, T.J., Vondrak, R.R., Delory, G.T., Halekas,
J.S. [2007]. Geophys. Res. Lett. 34; Wang, X., Horányi, M., Sternovsky, Z., Robertson, S., Morfill, G.E. [2007].
Geophys. Res. Lett. 34, L16104). In this paper, we present results from a three-dimensional, self-consis-
tent, electrostatic particle-in-cell code used to model the dayside near-surface lunar plasma environment
over a variety of local times with the presence of a crater. Additionally, we use the particle-in-cell model
output to study the effect of surface topography on the dynamics of electrostatic dust transport, with the
goal of understanding previous observations of dust dynamics on the Moon and dust ponding on various
asteroids.

! 2012 Elsevier Inc. All rights reserved.

1. Introduction

As an airless body with no global magnetic field, the Moon is ex-
posed to both solar ultraviolet (UV) radiation and ambient elec-
trons and ions. On the dayside for small solar zenith angles
(SZAs), the photoemission current is typically larger than the ambi-
ent plasma collection current by at least an order of magnitude
(Feuerbacher et al., 1972) and a photoelectron sheath develops
above the surface (Guernsey and Fu, 1970; Fu, 1971; Nitter et al.,
1998; Poppe and Horányi, 2010). Previous simulations of the lunar
photoelectron sheath in the solar wind using a one-dimensional
particle-in-cell (PIC) code have determined typical potentials of
+5 V, electric field strengths of !5 V/m and sheath thicknesses of
1 m near the sub-solar point (Poppe and Horányi, 2010). As the
SZA is increased, the sheath is expected to become progressively
weaker, before transitioning to a negative plasma sheath near the
lunar terminator (Farrell et al., 2007; Halekas et al., 2008).

The presence of both craters and boulders may lead to a variety
of complex plasma environments on the lunar surface due to UV
and ambient plasma shadowing, including the generation of
‘‘mini-wakes’’, characterized by local losses of quasineutrality
and associated ambipolar electric fields (De and Criswell, 1977;
Criswell et al., 1977; Farrell et al., 2007, 2008, 2010; Zimmerman
et al., 2011). The typical Debye length on the dayside lunar surface
is roughly 1 m, which implies that topographical structures larger
than this scale should not significantly affect the lunar near-surface
plasma environment; however, this may be overly simplistic in
that the extremely low conductivity of the Moon may allow for
the generation of strong local electric fields due to differential
surface charging near sunlit-shadowed boundaries (Olhoeft et al.,
1974; Criswell et al., 1977; De and Criswell, 1977; Wang et al.,
2007). While in the solar wind, the Moon is continually bathed in
a 10 eV electron plasma with a Debye length of roughly 10 m,
which will tend to short out electric fields over distances larger
than this. The maximum strength to which electric fields on the
lunar surface can grow in the simultaneous presence of photoelec-
trons, ambient solar wind plasma, and differential surface shadow-
ing is currently an open question.
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Complex electric fields above the surfaces of airless bodies are
of geophysical interest in that they have been hypothesized as a
method for amplifying electrostatic dust transport. At the Moon,
several observations of increased electrostatic dust dynamics near
the terminator, including of the detection of slowly-moving, highly
charged dust grains by the Apollo 17 Lunar Ejecta and Meteorites
Experiment (Berg et al., 1973, 1974), images of lunar horizon glow
near the terminator by the Surveyor 5, 6 and 7 spacecraft (Criswell,
1972; Rennilson and Criswell, 1974; Pelizzari and Criswell, 1978),
and the presence of excess brightness in several Apollo corona-
graph images (McCoy and Criswell, 1974; Glenar et al., 2011) have
suggested that spatially complex electric fields may contribute to
elevated dust grain charging and acceleration. Observations from
the NEAR spacecraft around the Asteroid 433 Eros have shown
the presence of ‘dust ponds’ in the center of several craters. One
hypothesis for their formation is the accumulation of micron-sized
dust grains within craters via electrostatic transport (Robinson
et al., 2001; Veverka et al., 2001; Cheng et al., 2002). Mercury, as
an airless body, has also been suggested to contain the requisite
environment for electrostatic dust transport (Ip, 1986).

Previous modeling efforts have explored the possibility of elec-
trostatic dust transport above the surfaces of airless bodies, mainly
via a combination of a plasma model (usually determined either
from theoretical equations or plasma modeling) and test-particle
dust tracing (Lee, 1996; Nitter et al., 1998; Colwell et al., 2005;
Borisov and Mall, 2006; Hughes et al., 2008; Poppe and Horányi,
2010). Over time, these models have become progressively more
complex and realistic in their description of both the plasma envi-
ronment around airless bodies and their treatment of dust grain
motion; however, open questions still remain, including the role
of both topography, such as craters or boulders, and varying solar
zenith angle in modifying the near-surface plasma environment,
the influence that complex electric fields near craters and boulders
have on the electrostatic transport of dust grains, and the ability of
craters to accumulate dust grains via electrostatic transport over
long periods of time. Laboratory work has confirmed some aspects
of the theory of electrostatic dust transport, including the ability to
charge and levitate dust grains in a plasma sheath (Sickafoose
et al., 2001, 2002; Robertson et al., 2003; Flanagan and Goree,
2006; Wang et al., 2009), the presence of elevated electric fields
near differentially charged surfaces (Wang et al., 2007), and the
electrostatic transport of dust grains near an electron beam im-
pact/shadow boundary (Wang et al., 2010, 2011).

In this paper, we present a series of three-dimensional, electro-
static particle-in-cell (PIC) simulations of the lunar photoelectron
sheath in the presence of a surface crater and use the modeled
plasma environment to simulate electrostatic dust transport via a
test-particle approach. We describe the particle-in-cell model
and present results from the simulations in Section 2. In Section
3, we describe our test-particle approach to modeling electrostatic
dust transport and present results from the model, including the
typical behavior of an individual grain and the net transport of a
spatial distribution of dust grains. Finally, we discuss the implica-
tion of our results for dust transport at airless bodies and conclude
in Section 4.

2. Particle-in-cell simulations

2.1. Model description

We have modeled the three-dimensional dayside near-surface
lunar plasma environment at a variety of solar zenith angles (SZAs)
with the presence of an approximately 7 m diameter, 1 m deep cra-
ter. The simulations were performed by VORPAL, a relativistic,
arbitrary dimensional plasma simulation code, run in PIC mode

(the code is capable of modeling in either fluid or PIC mode) (Nieter
and Cary, 2004). The simulation domain consisted of a 150 "
150 " 150 grid with uniform spacing equal to 0.1 m, smaller than
the local Debye length. The time step for the simulations was set
to 20 ns in order to accurately resolve charged particle dynamics
and, in particular, the electron energy distribution function. Pois-
son’s equation was solved in three dimensions for the electrostatic
potential and electric field distributions using a biconjugate gradi-
ent stabilized method with multigrid preconditioner from the Trili-
nos mathematical algorithm package (Heroux et al., 2005). The
tolerance for the convergence was chosen to be 10#8. The region
0.1 m under the crater surface was kept at zero potential while
Neumann boundary conditions with zero normal electric field
were applied to the rest of the simulation domain boundaries.
Charged particles were represented as macroparticles (collection
of charged particles with identical properties) with each macropar-
ticle consisting of 105 physical particles. Such an approach allowed
us to significantly reduce the simulation time without loss of
accuracy.

The solar wind is injected at the top and the sides of the simu-
lation volume, with a bulk flow speed of 450 km/s, density of
approximately 107 m#3, and 10 eV Maxwellian ion and electron
distributions. Photoelectrons are emitted from the surface with a
2.2 eV Maxwellian distribution and a sub-solar photocurrent of
Jph = 4.5 " 10#6 lA m#2 (Feuerbacher et al., 1972). The photocur-
rent at any point on the surface scales as cosh, where h is the angle
between solar incidence and the local surface normal. The model
also includes the effect of shadowing in the photoemission of elec-
trons for regions that are shadowed by the crater rim at larger solar
zenith angles. The lunar surface is modeled as an insulator, with
surface charge calculated by keeping track of emitted and absorbed
photoelectrons as well as any absorbed solar wind ions and elec-
trons. Thus, areas in sunlight will tend to charge positively due
to the larger photoemission current, while areas in shadow will
charge negatively, due to the combined charging from the collec-
tion of solar wind electrons and ambient photoelectrons. VORPAL
periodically reports out the particle positions for all species (solar
wind ions, solar wind electrons, photoelectrons, surface charge),
the electrostatic potential, and the electric field for the entire sim-
ulation volume. All simulations are allowed to come to equilibrium
before using any data for analysis.

The topography we selected to model in this first study is in-
tended to investigate the combined effect of the variation in solar
zenith angle and the presence of moderate-scale surface relief. The
crater size, at approximately 7 m in diameter, was chosen to be
simultaneously larger than the near-surface Debye length of
approximately 1 m (given typical photoelectron densities at the
sub-solar point of 108 m#3), while smaller than the maximum sim-
ulation length attainable given our computational constraints. Sur-
face relief at scales greater than or equal to the near-surface Debye
length are not expected to influence the plasma equilibrium given
that a plasma will tend to short out electric fields on Debye-length
scales. We placed the crater along the equatorial plane and varied
the solar zenith angle over a series of angles from 0" to 90" in 15"
intervals. Since the crater is symmetric with respect to the sub-so-
lar point, this range of solar zenith angles provides a full day (dawn
to dusk).

2.2. Model results

Fig. 1 shows the electrostatic potential referenced to the mean
value of the potential at a height of 15 m above the lunar surface
as a function of height and lateral distance above the crater
through the plane containing the surface normal (far from the cra-
ter) and the solar incidence vector, through the center of the crater,
for 0" solar zenith angle. The lunar surface is denoted as a black
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shaded region with the crater extending from approximately
#3.5 m to 3.5 m. For this case, a typical photoelectron sheath forms
at the lunar surface away from the crater, with maximum surface
potentials with respect to infinity of approximately +5 V. Within
the crater, the photoelectron sheath is weaker, as the sloping floor
of the crater emits less photocurrent and therefore, charges less.
The effect of the crater on the equipotential contours can be readily
seen in Fig. 1, in that a depression in the electrostatic potential
appears just above the crater. Part of this effect is because the
crater surface is at a lower height than the surrounding flat surface
and part is due to the decreased photoemission from inside the
crater. Combined together, these factors cause the equipotential
contours to drop more than a meter in height directly above the
crater.

Fig. 2 shows the electrostatic potential for solar zenith angles
ranging from 0" to 75" in the same plane as presented in Fig. 1
zoomed into the region just around and above the crater. In each
panel, an arrow on the right-hand side denotes the direction of
incoming solar UV radiation and solar wind. As the solar zenith an-
gle transitions from 0" to 30", shown in panels Fig. 2a–c, two main
changes occur. Outside the crater, the photoelectron sheath begins
to weaken, down to a surface potential with respect to infinity of
approximately +4 V. Inside the crater, the electrostatic potential
takes on a more complicated morphology, as the point of maxi-
mum illumination (the point where the surface normal is parallel
to the incoming solar UV radiation vector) moves farther towards
the left rim of the crater. The surface potential within the crater
is maximum at the point of maximum illumination, while the po-
tential begins to progressively decrease on the opposite side of the
crater. At 30" solar zenith angle, the potential on the sunward side
of the crater has dropped to less than +2 V, as photoemission is de-
creased from this area and collection of ambient photoelectrons
from the stronger emitting portions of the surface increases.

Once the solar zenith angle has reached 45", shown in Fig. 2d, a
small portion of the sunward side of the crater (between approxi-
mately 2.5 and 3.25 m) is shadowed by the right lip of the crater.
Correspondingly, the electrostatic potential just above this part of
the crater surface falls to zero, shaded white in Fig. 2d. Addition-
ally, the sheath potential outside of the crater continues the

decreasing trend seen from 0" to 30" SZA. At 60", shown in
Fig. 2e, the shadowing of the sunward portion of the crater in-
creases and both of these trends continue. Notably, the sunward
side of the crater reaches a negative potential of approximately
#2 V, indicating that this part of the lunar surface is charged neg-
atively. Since this region of negative surface charge is adjacent to
regions of positive surface charge on both sides (on the opposite
side of the crater and outside of the crater on the sunward side),
significant horizontal electric fields will appear, especially near
the crater lip (x = +3.5 m), where the transition from negative to
positive surface charge occurs over an extremely short distance
(<0.1 m). Finally at 75", shown in Fig. 2f, the electrostatic potential
throughout the volume has a magnitude of <2 V, and displays a
dipolar-like structure within the crater, as nearly half of the surface
inside the crater is shadowed.

Fig. 3 shows the individual electric field components and the to-
tal electric field magnitude along the lunar surface for three solar
zenith angles: (a) 15", (b) 45", and (c) 75". For (a) 15", the Sun is
nearly overhead and the electric field outside of the crater is
mainly vertical and approximately 3–5 V/m, consistent with previ-
ous simulations (Poppe and Horányi, 2010). Inside the crater, the
electric field is significantly smaller at <2 V/m, although still
mainly vertical. The horizontal component of the electric field is
slightly positive (<1 V/m) on the left side of the crater and transi-
tions smoothly to slightly negative near the opposite side. Near
the crater edges, however, both the vertical and horizontal electric
field components increase significantly. On the left edge of the cra-
ter, both components reach a maximum of approximately +5 V/m,
for a total electric field strength of approximately 7 V/m. On the
opposite (right) side of the crater, both components show similar
strength maxima, with the horizontal electric field component
pointing in the opposite direction.

In Fig. 3b, we see that the electric field outside of the crater,
while still being mainly in the vertical direction, is weaker than
at 15" SZA, as expected from the decreased photoemission cur-
rent. Inside the crater, the electric field is roughly constant at
strengths similar to 15", however, the individual components be-
have differently. The vertical electric field component is positive
for most of the crater interior and transitions to negative values
(downward-pointing) near the right edge. In concert with this,
the horizontal component is slightly positive through most of
the crater (in contrast to the 15" case where is approaches zero
near the crater center), and increases slightly near x = +2 m before
becoming negative at the crater edge. The electric field at the left
crater edge does not show a spike, in contrast to the 15" case,
while the right crater edge shows a similarly strong spike. The ab-
sence of an electric field spike at the left edge is due to the
smooth transition in surface charge (and hence, potential) across
the left edge of the crater.

Finally, Fig. 3c, at 75" SZA, shows a significant reduction in elec-
tric field strength across the entire surface, both within and outside
of the crater, as the Sun and solar wind flux strike the surface at a
large incidence angle. Outside the crater, the field is still mainly
vertical, albeit at magnitudes of less than 1 V/m. Inside the crater,
the magnitude is similar, although mainly positively horizontal,
with a vertical component that transitions from positive on the left,
slightly sunlit side of the crater, to negative, on the shadowed edge
of the crater. Additionally, the electric field shows spikes at both
crater edges, although, the magnitude of both spikes is at most
approximately 3 V/m, much less than in either the 15" or 45" cases.
The decreased photoemission at such a large solar zenith angle
strictly limits the strength of the near-surface photoelectric fields.

While Fig. 3 shows the variation of the electric field along the
lunar surface, we also wish to explore the spatial structure of the
electric fields as a function of height above the lunar surface.
Fig. 4 shows the horizontal component (Ex), vertical component

Fig. 1. The electric potential above the surface of the Moon with a 7 m-diameter
crater present for 0" solar zenith angle (noon). Photoemission and the solar wind
are both included in these simulations. The lines mark individual potential contours
in Volts for interpretation.
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(Ey), and total magnitude of the electric field near the sunward
crater edge for a solar zenith angle of 45". The horizontal
component shows two distinct regions of opposite polarity, with
approximately 2 V/m fields pointing sunward inside the crater
and a lobe-like region of anti-sunward pointing electric field
ranging up to #7.5 V/m. The vertical component consists of
roughly 2 V/m fields near the crater center (x = 0 m) and farther
sunward than the crater edge (x > 4 m). Near the crater edge, how-
ever, the vertical component consists of two, strong (jEyj > 5 V/m)
oppositely directed regions immediately bounding the edge. Just
inside the crater, the vertical component of the electric field points
down into the negatively-charged crater wall, while just outside
the crater, the vertical component is enhanced in the upward
direction over its nominal strength far from the crater. The total
magnitude of the electric field, shown in Fig. 4c, shows a marked
increase in the electric field strength within approximately 0.5 m
centered on the crater edge over the electric field strength far from
the crater. The combination of relatively simple crater topography
and non-zero solar zenith angle gives rise to a nearly threefold
increase in the electric field strength.

Fig. 5 shows the maximum electric field magnitude within or
near the crater (defined as within 1 m of the crater edge) and the

mean electric field far from the crater as a function of solar zenith
angle. The mean fields far from the crater provide a control case
with which to compare the electric field enhancement induced
by the presence of the crater. The maximum mean strength occurs
at a solar zenith angle of zero degrees at approximately 5 V/m, as
expected from previous work (Poppe and Horányi, 2010). As the
SZA increases to approximately 60", the mean electric field magni-
tude decreases to roughly 1 V/m. A sharp drop occurs at 75", near
the point at which the sheath transitions from a positive photo-
electron-dominated sheath to a negative, solar wind electron
sheath, in agreement with previous work (Farrell et al., 2007).
For a solar zenith angle of 90" (not shown in Fig. 1), the magnitude
of the electric field far from the crater increases, as the last rema-
nent of photoemission is extinguished and the solar wind electron
collection current dominates the lunar sheath. Note that while the
magnitude increases at 90", the electric field direction is in fact
negative (pointing towards the surface) for this case. The maxi-
mum electric field strength in the crater follows a roughly similar
profile to the mean electric field strength far from the crater as a
function of solar zenith angle, with a two- to threefold increase
in magnitude. Within the crater, maximum electric fields on the
order of 10 V/m persist throughout most of the lunar day, before

Fig. 2. The electric potential above a crater on the surface of the Moon for a series of solar zenith angles zoomed into the near-crater region for clarity. Overplotted are contour
lines at 0.5 V intervals. The arrows along the right-hand side denote the incoming direction of solar UV radiation and the solar wind.
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decreasing past solar zenith angles of 60". At 75", where the mean
electric field far from the crater nearly vanishes, the maximum
electric field strength within the crater is approximately 3 V/m,
nearly that of the electric field far from the crater at noon. Finally,
the maximum electric field within the crater drops further at 90",
becoming nearly equal to the electric field magnitude outside the
crater.

3. Dust particle levitation

Previous work has investigated the ability of sheaths (either
positively or negatively charged) to electrostatically charge, levi-
tate, and transport micron-sized dust grains. Theoretical analyses
have suggested that dust grain transport may range from levitation
and horizontal transport near the lunar terminators (Borisov and
Mall, 2006) to a more ballistic, single-hop like motion through
most of the lunar day (Stubbs et al., 2007). Laboratory experiments,

done mainly in negative sheaths, have shown a wide range of dust
grain charging and transport (Sickafoose et al., 2000, 2001, 2002;
Wang et al., 2009, 2010, 2011). Simulations have ranged from
1- and 3-dimensional test-particle methods with one-dimensional
plasma environments taken from theoretical calculations (Colwell
et al., 2005; Hughes et al., 2008), to a one-dimensional test-particle
method with the plasma environment derived from a one-dimen-
sional PIC simulation (Poppe and Horányi, 2010). Collectively,
these investigations have provided significant evidence for the
possibility of electrostatically-induced dust grain transport above
the lunar surface; however, significant questions still remain,
especially with regards to how dust transport is affected by the
presence of self-consistent, three-dimensional plasma densities
and electric fields. Our work presented here uses the three-dimen-
sional PIC-derived plasma environment described in the previous
section to investigate two-dimensional dust grain charging and
transport in the vicinity of a lunar crater.

Fig. 3. The electric field (Ex, Ey components and the total magnitude) along the lunar surface for three cases of solar zenith angle: (a) 15", (b) 45", and (c) 75", taken from the
simulations presented in Fig. 2b, d, and f, respectively.
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3.1. Model description

To model dust dynamics within the near-surface lunar plasma
environment, we developed a two dimensional dust tracing code,
based on earlier work where individual dust grains are introduced
into a PIC-modeled plasma environment (Poppe and Horányi,
2010). Due to computational constraints, the dust grain dynamics
model was run with only two dimensions by allowing dust grains
to move within the two-dimensional plane containing the surface
normal (away from the crater) and the solar UV/solar wind

incidence vector, through the center of the crater. The model uses
the same topography as shown in Fig. 1, with an approximately
7 m diameter, 1 m deep crater. Previous simulations have shown
that dust grains launched from the lunar surface with velocities
greater than approximately 4 m/s follow purely ballistic trajecto-
ries that are unmodified by the presence of typical photoelectron
sheath electric fields, regardless of size and assuming a density of
2.5 g/cm3 (Poppe and Horányi, 2010). Thus, for our model, the ini-
tial dust grain launch velocity was chosen to be 1 m/s. The initial
charge on the dust grain was calculated using the net lunar surface
charge density of +3 " 108 e/m2 as determined by previous PIC
simulations (Poppe and Horányi, 2010). With this surface charge
density, the average dust grain on the surface would have either
0 or 1 elementary positive charge. For the simulations presented
here, we started all dust grains with 1 elementary positive charge.
Once a dust grain is launched off the surface, it interacts with the
ambient plasma and the dust grain motion is calculated by inte-
grating the following coupled equations of motion:

dx
dt
¼ vx ð1Þ

dy
dt
¼ vy ð2Þ

dvx

dt
¼ qExðx; yÞ

md
ð3Þ

dvy

dt
¼

qEyðx; yÞ
md

# gmoon ð4Þ

dq
dt
¼ IphðqÞ # Iphcðx; y; qÞ # Isweðx; y; qÞ þ Iswiðx; y; qÞ; ð5Þ

where x, vx and Ex are the position, velocity and electric field in the
x-direction, respectively, y, vy and Ey are the position, velocity and
electric field in the y-direction, respectively, q is the charge on the
grain, md is the mass of the grain, and gmoon = 1.6 m/s2 is the lunar
gravitational acceleration. The charging currents include the photo-
emission current from the grain, Iph, the collection of ambient
photoelectrons, Iphc, the collection of ambient solar wind electrons,
Iswe, and the collection of ambient solar wind ions, Iswi, as given by
Horányi (1996).

Fig. 6 shows an example trajectory in panel (a) and the dust
grain horizontal velocity, vertical velocity, local horizontal electric
field, local vertical electric field, and grain charge in panels (b)–(f)
for a 24 nm radius grain at a solar zenith angle of 0" (noontime).
The grain was launched off the lunar surface at a position of

(a)

(b)

(c)

Fig. 4. The (a) horizontal component (Ex), (b) vertical component (Ey), and (c)
magnitude of the electric field above one side of the crater edge for a solar zenith
angle of 45", taken from the same simulation shown in Fig. 2d. The arrow denotes
the direction of solar UV radiation and the solar wind flux. Note the different color
scales for the components versus the magnitude. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 5. The maximum electric field magnitude within or near the crater (solid line)
and the mean electric field magnitude outside the crater as a function of solar
zenith angle.
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x = +10 m, with an initial velocity of 1 m/s at an angle from the sur-
face normal of 30". The spatial path of the trajectory, shown in pa-
nel (a), is color-coded as a function of time, and the associated
variables, shown in panels (b)–(f), are colored to match. As the
grain initially leaves the surface it gains two additional charges
within the first 10 s. This charge allows the surface photoelectric
field, positive and vertical at this horizontal distance from the cra-
ter, to electrostatically reflect the grain before it re-impacts the
surface. Following this oscillation, the grain attains a slightly high-
er maximum height while approaching the crater. At this point
(t ! 12 s), the grain enters a region of slightly negative horizontal
electric field. With the grain charged positively, this field acceler-
ates the grain horizontally over the crater while gravity simulta-
neously accelerates the grain towards the surface. The grain
approaches the left edge of the crater and is reflected both upwards
and sunwards by the electric field. At this point (t ! 15 s), the grain
becomes essentially trapped within the region above the crater,

oscillating multiple times between the left and right edges of the
crater. Each time the grain approaches the surface, it is reflected
both upwards and in the opposite horizontal direction. While
Fig. 6c shows that the vertical velocity, vy, enters a stable oscilla-
tory period between approximately t = 30 and 75 s, panel Fig. 6b
shows that the horizontal velocity, while oscillating, grows slightly
over time. This growth in kinetic energy is at the expense of the
particle’s gravitational potential energy, as the particle’s maximum
height slowly decreases during this time (Fig. 6a). The overall
energy of the particle (kinetic plus gravitational plus electrostatic)
is conserved, with the exception of times when the grain gains or
loses a charge. Eventually, the grain re-impacts the sunward wall
of the crater and the simulation is halted. This example trajectory
shows that individual dust grain motion within the plasma envi-
ronment generated near a lunar crater can be complex due to the
presence of spatially variable vertical and horizontal electric field
components.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 6. A representative example of an individual lunar dust grain simulation. The top panel shows the spatial trajectory of a 24 nm dust grain above the lunar surface with a
crater present. The five time series panels show the horizontal and vertical velocity, vx and vy, respectively, the horizontal and vertical components of the electric field, Ex and
Ey, respectively, and the grain charge (in units of fundamental charges).
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3.2. Net dust transport

As discussed earlier, several experimental, theoretical, and
in situ analyses have suggested that micron and sub-micron sized
dust grains can be electrostatically transported above the surfaces
of airless bodies, including the Moon and asteroids. One such
observation, made by the NEAR spacecraft above the Asteroid
433 Eros (Veverka et al., 2001; Robinson et al., 2001; Cheng
et al., 2002), showed the presence of ponded deposits in the center
of several craters on the asteroid’s surface. One theory for this phe-
nomenon is accumulation of micron and sub-micron sized grains
from the local regolith into the crater interior via electrostatic
transport. Previous simulations have investigated this phenome-
non and found general agreement with observation (Colwell
et al., 2005; Hughes et al., 2008). Here we extend that work by
using a fully self-consistent, three-dimensional plasma environ-
ment in which the dust grains are embedded.

In order to simulate the net electrostatic transport of lunar dust
grains, we use the series of PIC plasma simulation results pre-
sented in Section 2. To construct the plasma densities and electric
fields above the lunar crater at any time during the lunar day, we

use simple interpolation between the discrete SZAs we have simu-
lated. For example, to determine the plasma environment at a solar
zenith angle of 37.5", we equally weight the densities and electric
fields between the 30" and 45" PIC simulation results. Also, while
our PIC simulation region extends to horizontal distances of
±7.5 m, we extend the horizontal simulation range for the dust par-
ticle transport simulation to ±25 m by using the plasma parame-
ters (density, electric field, etc.) at the PIC simulation boundaries
for the plasma environment at ±7.5 m outwards. In essence, the
plasma environment is constant for horizontal distances from the
crater greater than 7.5 m, while within 7.5 m (corresponding to
the PIC simulation region), the plasma characteristics are given
by the explicit PIC results.

We begin the dust transport simulation at dawn (SZA = 90") by
distributing 25,000 dust grains with sizes randomly chosen
between 10 nm and 10 lm, evenly distributed across the surface
(both within and outside of the crater). As time progresses from
dawn, the plasma environment is continuously updated and dust
grains are launched at a rate of one grain per second with an initial
velocity of 1 m/s at a random angle from the surface normal
between 0" and 45". The model boundary conditions for dust

Fig. 7. The spatial distribution of dust grains with radii between 100 nm and 1 lm, shown initially (black), after one lunar day (blue), and after 15 lunar days (red). Panel (a)
shows results for a normalized initial distribution, while panel (b) shows results for a rectangular initial distribution two meters wide centered at #15 m. For reference, the
crater topography is shown as the lowest panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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grains are periodic, in that if a grain reaches a boundary
(x = ±25 m), it is re-introduced at the opposite boundary with con-
tinuous variables. We used periodic boundary conditions to ac-
count for grains that are produced beyond the simulation
boundary and transported inwards toward the crater. The large
separation distance between the main crater and its ‘‘neighboring’’
mirrored crater is great enough that we do not expect any feedback
or interference due to the periodic boundary conditions. The distri-
bution of grains on the lunar surface at any given time is continu-
ously tracked, and the probability of launching a grain at a position
is given by the instantaneous normalized surface location distribu-
tion. When the simulation arrives at dusk, the plasma parameters
are set to zero while the transport code continues to run. In effect,
all grains follow purely ballistic trajectories throughout the lunar
night.

Fig. 7a shows the net dust grain spatial distribution at t = 0
(black), t = 1 lunar day (blue), and t = 15 lunar days (red), as a func-
tion of horizontal distance across the lunar surface for grains with
radii evenly distributed in size between 100 nm and 1 lm. For ref-
erence, the surface topography is shown as a function of horizontal
distance at the bottom of Fig. 7. As outlined above, the grains are
initially equally distributed in position across the lunar surface;
however, by the conclusion of one lunar day, the dust grain spatial
distribution has significantly changed, with a slight decrease in
density for dust grains farther than 5 m from the crater center
(in either direction), a decreasing probability for dust grains within
2–3 m of the crater edge, and a pronounced accumulation of dust
grains within the crater itself. By the conclusion of 15 lunar days,
the spatial distribution of dust grains outside the crater has
dropped an order of magnitude, while the spatial distribution of
dust grains within the crater has continued to increase. While we
have only shown the spatial distribution at t = 1 and 15 lunar days,
the net accumulation with the crater reaches an equilibrium with-
in 4–7 lunar days, and thus, the spatial distribution at t = 15 lunar
days is in equilibrium.

While Fig. 7a has shown that dust grains will accumulate in cra-
ters via electrostatic transport, we wish to ensure that such an ef-
fect is not dependent on the initial spatial distribution of dust
grains. Therefore, Fig. 7b shows the dust grain spatial distributions
at t = 0, 1, and 15 lunar days for an initial rectangular distribution

of dust grains with positions, #16 < x < #14. The subsequent distri-
bution at t = 1 lunar day is unevenly distributed within the crater,
reflecting the asymmetry in the starting distribution. By t = 15 lu-
nar days, however, the distribution has reached an equilibrium
identical to that in Fig. 7a. This result shows that the method of
electrostatically trapping lunar dust grains within craters is not
dependent on the initial distribution of available grains.

The electrostatic trapping efficiency of the crater can also be
analyzed as a function of grain radius. Fig. 8 shows the equilibrium
distribution of dust grains as a function of horizontal position for
three ranges of grain sizes: 10–100 nm, 100 nm–1 lm, and
1–10 lm, starting with a normal initial distribution. All distribu-
tions were run for 15 days in order to ensure that the distribution
reached equilibrium. The two largest size bins show essentially
identical results, with a relatively strong trapping efficiency, while
the smallest size bin shows relatively weaker trapping. By
analyzing groups of individual trajectories, we attribute this effect
to the relative strength between electrostatic and gravitational
forces for each range of sizes. Smaller grains have a higher
charge-to-mass ratio and correspondingly, are typically more
dominated by electrostatic forces. A small grain launched from
within the crater will be more likely to escape due to the relatively
strong impulse it will gain from the near-surface electric fields. The
trajectories of larger grains are not significantly modified by the
presence of local electric fields due to their low charge-to-mass
ratio, and thus, remain more effectively trapped in the crater. This
trapping is mainly due to topographic relief, in that the crater walls
will tend to trap grains within the crater. We note here that while
craters may be more efficient at trapping larger particles, this does
not necessarily imply that craters will accumulate larger numbers
of greater sized grains. The launching rate as a function of grain
size is not well constrained for dust grains on the lunar or asteroi-
dal surfaces, and is perhaps orders of magnitude larger for smaller
grains than for larger grains.

As a final investigation into the dust grain trapping efficiency of
craters, we repeated the dust transport simulations with two addi-
tional initial launch velocities, 0.5 and 2.0 m/s. In order to quantify
the amount of trapping, we calculated the net increase in dust
grain density within the crater compared to the initial distribution.
Fig. 9 shows the net dust grain accumulation within the crater as a

Fig. 8. The final spatial distribution of dust grains for three different size ranges, for a normalized initial distributions and an initial launch velocity of 1.0 m/s. For reference,
the crater topography is shown as the lower panel.
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function of grain size for the three initial velocities. For the two
slower velocities, the net accumulation reflects the trends pre-
sented earlier for the 1.0 m/s initial velocity, in that larger grains
tend to accumulate in the crater more easily than their smaller
counterparts. For the fastest initial velocity considered of 2.0 m/s,
the net accumulation for the two larger size bins (100 nm–1 lm
and 1–10 lm) decrease significantly, while the accumulation for
the smallest size grains increases modestly. For the larger grains,
this is best explained by simple kinematics, in that the higher ini-
tial velocities allow the grains to obtain higher maximum heights,
leading to easier escape over the crater walls. In contrast, the faster
initial velocity causes an increase in net accumulation for the
smallest grains, 10–100 nm. This may seem somewhat counterin-
tuitive relative to the explanation for the larger size grains; how-
ever, the answer lies in the greater role of electrostatic forces.
Previous one-dimensional dust grain tracing simulations have
shown that increasing initial launch velocity causes a decrease in
dust grain levitation and transport (Poppe and Horányi, 2010). This
effect is attributed to the inability of the sheath electric fields to
electrostatically reflect charged grains that have relatively large
downward velocities. For smaller grains, this effect becomes more
pronounced, as the longer charging time of smaller grains
(Horányi, 1996) implies that they will not have attained their
maximum charge upon re-entering the sheath region. Conse-
quently, the sheath electric force cannot overcome the grain’s
downward velocity. In sum, as the initial velocity for the smallest
grains increases, their ability to be electrostatically levitated, and
in turn ejected, from the crater decreases and thus, more
10–100 nm sized grains accumulate within the crater.

4. Discussion and conclusion

We have presented three-dimensional, self-consistent, electro-
static PIC simulations of the lunar photoelectron sheath both above
and within an approximately 7 m diameter crater on the day-lit
lunar surface. The PIC simulations have accounted for a range of
phenomena present in the lunar environment, including photo-
emission from the lunar surface from illumination by solar UV
radiation, the inflowing supersonic solar wind, a meter-scale crater
on the lunar surface, and the shadowing effects to which these
craters give rise. At locations relatively far from the presence of
the crater, we found photoelectron sheath potentials and electric
fields typical of that from previous estimations, simulations, and

observations (Freeman and Ibrahim, 1975; Halekas et al., 2008;
Poppe and Horányi, 2010). Interestingly, these simulations do not
show the presence of a non-monotonic potential layer above the
surface of the Moon while in the solar wind, as previous simula-
tions and observations have indicated (Poppe and Horányi, 2010;
Poppe et al., 2011, 2012; Halekas et al., 2012). We attribute this
to the simulation volume to which our computational constraints
limit us. The maximum simulation height we have presented here
is 15 m. Comparison with previous simulations of non-monotonic
potentials (Poppe and Horányi, 2010, Fig. 3a) shows that this
height is insufficient to allow the incident solar wind to develop
the initially decreasing potential required for a non-monotonic po-
tential. Future work will address the effect that non-monotonic
potentials may have on the plasma environment above day-lit cra-
ters either via two-dimensional PIC simulations (allowing a greater
simulation height) or via greater computational resources.

While we have presented simulation results for a single crater
geometry, we can also make a qualitative assessment on how our
results would change in the presence of a shallower or steeper cra-
ter. In the shallower case, the range of angles between the surface
normal and the incident solar UV radiation and solar wind will be
smaller, resulting in less variation in photoemission and surface
charging. Consequently, we would expect the electrostatic poten-
tial above such a crater to have less spatial variation. In turn, this
would imply weaker electric fields near the edges and rims of
the crater. Shallower craters will also have fewer conditions under
which regions inside the crater are shadowed by the crater rim and
therefore, fewer regions of negatively charged surface. In the case
of a steeper crater, we may expect the opposite effect, in that var-
iation in the incident illumination angle will increase and induce
greater variability in photoemission from the crater surface. For
craters that are too steep, however, a greater percentage of the sur-
face will be shadowed through the lunar day, decreasing the over-
all strength of the photoelectron sheath within the crater. Future
work with the VORPAL PIC code can explore the variation in the
photoelectron sheath induced by changes in the crater dimensions.

An additional conclusion that can be drawn from our simula-
tion regards the formation of anomalously large electric fields
(>105 V/m) near the lunar terminator (De and Criswell, 1977;
Criswell et al., 1977), known as ‘supercharging’. Lunar surface
supercharging was predicted to occur near the lunar terminator
as sunlit and shadowed regions in close proximity accumulate
significant amounts of differential charge separation over short
spatial scales. While we have not conducted an exhaustive series
of simulations of all manner of shadowing morphology, our simu-
lations do not contain fields much larger than 10 V/m, much lower
than that predicted for supercharging. The explanation for the
lack of such an effect lies in the ability of both the solar wind elec-
trons, a thermalized, 10 eV population, and any photoelectrons
near the surface to efficiently short out electric fields on the scale
of the near-surface Debye length (!1–10 m). Indeed, previous
analytical models of the near-surface electric field environment
near the lunar terminator have predicted electric fields no greater
than 3 V/m, albeit without topography (Farrell et al., 2007); how-
ever, the authors do suggest that orographic effects from the pres-
ence of lunar crater rims may give rise to enhanced electric fields.
For the crater scale and geometry modeled here, we do predict
electric fields enhanced near crater rims relative to the electric
field strength far from the crater; however, the overall magnitude
of such electric fields does not rise much above 10 V/m. Recent
two-dimensional PIC simulations have simulated orographic
effects from lunar craters on the scale of approximately 1 km
and found the presence of wake-like structures in the plasma
environment; however, these simulations as well have predicted
maximum electric field strengths only on the order of 1 V/m
(Zimmerman et al., 2011). It is possible that there exists a range

Fig. 9. The normalized net accumulation within the crater for each grain size range,
for the three initial velocities tested.
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of scale lengths between 10 m and 1 km where topography and
associated orographic effects may give rise to electric fields great-
er than that found in these and previous simulations, and future
work should investigate this possibility. Additionally, recent
experimental measurements of the electric potential and electric
field in a laboratory-generated photoelectron sheath could be
extended to investigate and confirm the presence of complex
electric fields as a result of surface topography (Dove et al., 2012).

By using the plasma environment results from the PIC model,
we have simulated the electrostatic charging, levitation and trans-
port of dust grains ranging from 10 nm to 10 lm in radius. By ana-
lyzing the bulk trajectories of approximately 25,000 dust grains,
we have drawn several conclusions, including,

( Electrostatically transported dust grains will tend to accumu-
late within crater boundaries as a result of the presence of com-
plex electric fields near the crater edges.
( Dust grains trapped within craters form equilibrium spatial dis-

tributions centered within the crater.
( The initial distribution of dust grains on the lunar surface does

not impact the eventual equilibrium distribution of grains in the
crater.
( The crater traps larger grains at a higher efficiency than for

smaller grains due to the varying relative importance of the
electrostatic and gravitational forces as a function of grain size.
( The initial launch velocity of dust grains off of the lunar surface

can significantly affect the trapping efficiency of craters.

As a whole, these results confirm earlier models of electrostatic
dust transport near lunar and/or asteroidal craters (Colwell et al.,
2005; Hughes et al., 2008), while extending our understanding of
how surface relief, via the presence of complex electrostatic fields,
affects both the individual and bulk transport of dust grains.

We do find, however, that the significant lack of knowledge
about the dust grain launching mechanism, including the launch-
ing probability as a function of grain size and plasma conditions,
and the distribution of initial velocities prevents us from establish-
ing absolute rates on dust transport into craters. Recent work has
shown that for the smallest grain sizes considered in our model
(<5 lm), cohesion between grains will dominate over both electro-
static and gravitational forces (Scheeres et al., 2010; Hartzell and
Scheeres, 2011), implying that spontaneous electrostatically-
induced ejection of micron-sized dust grains is unlikely. Microme-
teoroid bombardment of the lunar surface does provide a
mechanism to eject particles with a range of sizes and initial
charges off of airless surfaces. The ejection velocity distribution
from micrometeoroid bombardment is typically assumed to be a
power law governed by a slope and minimum velocity (Krivov
et al., 2003, and references therein), with both parameters depend-
ing on the surface (target) properties, the impact velocity, the
energy partitioning between the impactor and the ejecta, and the
total yield (Krüger et al., 2000). For certain sets of these values,
minimum ejecta velocities can range down to less than 1 m/s,
which would potentially provide a source of low-speed dust
grains; however, we must caution that the parameters of ejecta
production at the Moon or other airless bodies are somewhat
uncertain. Additionally, we must point out that previous work
has analyzed micrometeoroid bombardment as a potential source
of micron-sized, electrostatically levitated dust grains at the Aster-
oid 433 Eros and found it insufficient in magnitude to explain the
observed dust ponds (Colwell et al., 2005). A full understanding of
the mechanics and subsequent dynamics of dust grains in electro-
statically complex environments such as the surface of the Moon
requires in situ measurements in order to constrain the size, veloc-
ity, and charge of electrostatically transported grains (Wang et al.,
2008; Duncan et al., 2011).

We identify a number of investigations as future work, includ-
ing the role that the crater size (with respect to the local Debye
length) and the lunar latitude of the crater play in modifying the
plasma environment and dust transport. For example, we expect
that craters on the order of or smaller than the photoelectric Debye
length of approximately 1 m will not significantly alter the plasma
environment, as any local loss of quasineutrality (and associated
electric fields) will be shorted out by the photoelectrons. Also, cra-
ters at significant lunar latitudes, where one side of the crater may
experience continuously less solar UV radiation and solar wind flux
may accumulate dust grains asymmetrically due to a persistent,
asymmetric plasma environment. Finally, the presence of boulders
near or within the crater should be studied, as these objects will
tend to break the symmetry of the crater and may introduce com-
plex patterns in both the plasma environment and electrostatic
dust transport. Many of the geometries that could be simulated
with lunar topography may also apply to the construction and
emplacement of man-made structures. A full understanding of
the plasma and electric field environment near such structures is
critical for successfully operating and living with the lunar envi-
ronment. Further laboratory and in situ investigations are also re-
quired to understand electrostatic launching and transport of lunar
and asteroidal dust grains.
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